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Abstract

The current Internet is founded on the TCP/IP architecture that was

originally designed around machines rather than humans. In the TCP/IP

architecture, computers are named and communicate using numerical IP

addresses rather than symbolic ones. The numerical addresses were used

pervasively at all layers of the networking, until symbolic addresses were

added to the architecture. Today, most the users access Internet services

directly using symbolic host names using the DNS extensions or indirectly

by using key words for search engines. However, IP addresses still remain

pervasive as they are employed throughout the networking stack. Even

network applications are bound to use them either explicitly or implicitly.

This pervasiveness is a source of inflexibility as the TCP/IP architecture

is reused in new contexts for which it was not designed for. On the hand,

the wild success of the Internet has drawn large financial investments

around it. Consequently, even conservative improvements to its ossified

design can face a difficult deployment path.

In this dissertation, we examine a number of legacy-compatible solu-

tions to three challenges in the TCP/IP architecture. The first challenge

of non-persistent addressing stems from the reuse of IP addresses at net-

work, transport and application layers. While this simplified the naming

model of the original TCP/IP architecture, it disrupts TCP streams when

the topological location of the mobile device changes. The same phenom-

ena occurs when a user switches between, e.g., WLAN and cellular con-

nectivity in a mobile handset. As other causes for non-persistent address-

ing, Internet transparency is lost as NAT devices are based on private

address realms and site renumbering is difficult as addresses are hard

coded into various configurations. As the second challenge, heterogeneous

addressing as introduced by IPv6 complicates addressing of hosts and the

networking logic of applications. As the third challenge, IP addresses are

easy to forge and measures to secure addressing are needed.

A consolidated namespace meets all of the aspects of three high-level

challenges. From the surveyed solutions, we have compared five promi-

nent solutions to fulfill the requirements for such a namespace and chosen

Host Identity Protocol (HIP) for empirical evaluation. As other work ex-

ists in this area, our work focuses on application layer issues as it has re-

mained relatively unexplored. The concrete research problems are three



fold. First, we revisit some aspects of the challenges for consolidated nam-

ing at the application layer to understand the impact of the problems.

Then, we implement improvements to HIP to better meet the goals for

consolidated naming for end-users, network application developers and

network administrators. Thirdly, we design, develop and analyze tech-

nical improvements to HIP in order to facilitate its adoption and deploy-

ment.
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1. Introduction

The Internet has grown beyond its original expectations but its design

architecture has remained relatively static. Particularly, its IP-based ad-

dressing model has remained the same even despite of the evolution of

network devices. For instance, modern smart phones are equipped with

multiple network access technologies and portable devices (e.g. laptops

and tablets) traverse between multiple networks. On the other hand, IPv4

address depletion introduced NAT devices that have created problems for

end-to-end connectivity. IPv6 was designed to reintroduce end-to-end con-

nectivity but but the protocol has been adopted slowly, possibly due to

additional complexity to access control in firewalls, network application

developers and even end-users.

Many of the individual challenges in the Internet addressing architec-

ture are solved by a number different, complex and possibly incompati-

ble “band-aid” solutions. Sometimes application developers solve redun-

dantly some of the challenges at the application layer as the network stack

or utility libraries are missing the required functionality.

In this dissertation, we propose to extend the addressing architecture of

the Internet to consolidate it for application developers, network admin-

istrators and end-users. The goal is to explore the limits of the TCP/IP

architecture in backward-compatible manner while designing for forward

compatibility. To find a balance between a “band-aid” and “clean-slate” so-

lution, we suggest “hip arthroplasty” to the Internet architecture to meet

the present challenges in a consolidated way.

By consolidation1 of the addressing architecture, we refer to tackling of

three challenges: non-persistent, heterogeneous and insecure addressing.

To mention a few examples, non-persistence means that the addresses

of hosts are topologically dependent and the basic TCP/IP architecture

1The term was briefly used, e.g., in RFC [49, p. 4] but here we extend the cover-
age of the term beyond site renumbering
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does not provide generic support for topologically-independent addressing

for mobile or multihoming capable devices. Non-persistence also includes

renumbering of a site when changing Internet Service Provider (ISP) [49]

or Internet transparency [48], that is, all devices cannot successfully reach

the other devices as Network Address Translation (NAT) and firewall

middleboxes block some of the data flows. Heterogeneous addressing is

caused by the introduction of IPv6; applications have to be written to sup-

port two address families. Insecure addressing refers to the weak security

properties of IP addresses that can be forged as they provide no security

per se. As a fourth challenge, we also take into count the deployment of

protocol architectures from a technical perspective [215, 214].

We argue that the challenges originate from the design of the network-

layer addresses. Despite of higher-level naming as supported by DNS,

applications have to use addresses and, hence, inherit their limitations.

We present a number of alternative solutions to IP addressing but the

experimentation is based on one particular architecture. Host Identity

Protocol (HIP) was chosen as the empirical evaluation tool. In nutshell,

the standardized protocol offers a cryptographic identity for end-hosts

that isolates the application and transport layers from the fluctuations

of the underlying network topology in a secure way [157, 166]. The pro-

tocol facilitates IPv6 interoperability at the application and network lay-

ers [94, 245, 113], and can restore end-to-end connectivity in the presence

of NAT devices [124, 228]. Thus, HIP provides a consolidated namespace

to meet the three presented high-level challenges and the approach is rea-

sonably realistic to deploy in practice as it is compatible with legacy ap-

plications. The impact of the namespace introduced by HIP is analyzed at

the higher levels of the networking stack from the view point of end-users,

firewall administrators and application developers.

1.1 Problem and Scope

The challenges studied in this dissertation are related to the lack of a

consolidated addressing model for the Internet. In this dissertation, we

survey a number of different solutions to these challenges2. However,

we narrow the focus to a single solution HIP in the end and most of the

individual articles are also related this particular architecture.

Compared to some other approaches, a distinct characteristic of HIP is

2A number of related surveys exist [54, 173, 97, 129]
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that it provides a new namespace that is visible to the applications. For

this reason, have chosen to focus on the application-layer aspects of HIP

in this particular dissertation. This way, we also supplement a number

of other dissertations analyzing HIP from different view points: mobility

mechanisms [244, 130], power consumption on hand-held devices [120],

HIP-aware middleboxes [91] and HIP applied to cellular networks [93].

It should be explicitly mentioned that Publication I is also part of an-

other dissertation [226]. The other dissertation is based on the HIP names-

pace as well but contributions lean on connectivity, network hand-off mech-

anisms from IPv4 to IPv6 and securing name resolution. In contrast, the

focus here is to analyze the effects of the new namespace on applications,

developers, firewall administrators and users.

While the viability of HIP to the addressing problems will be argued

later in this dissertation, the main contribution is related to analyzing of

the artifacts of applying and using HIP at the application layer. Based on

this, we postulate three high-level research problems for this dissertation:

Problem I. Revisit the challenges for a consolidated namespace at the ap-

plication layer.

Problem II. Improve and evaluate HIP as a consolidated namespace from

the view point of network application developers, network adminis-

trators and end-users.

Problem III. Understand the technical deployment issues related to HIP.

Problem I questions the challenges related for consolidated addressing

and revisits different the different aspects of it at the application layer.

Thus, this problem acts as a “reality check” and is mostly investigated in

Publication I.

Problem II takes a step towards more concrete direction and chooses a

particular consolidated naming solution from the alternatives presented

in chapter 2. In this research problem, we explore and improve HIP ar-

chitecture empirically for it to better meet the challenges of consolidated

naming. To add further practical value, this problem is analyzed from

the view point of different interest groups in chapter 3. The contributions

to this research problem can be attributed to multiple publications as fol-

lows. Publication II introduces a new programmable HIP Application Pro-

gramming Interface (API) for developers, Publication III presents a use

case for HIP to protect end-users from unwanted traffic, Publication IV
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proposes a firewall to support mobile devices that should ease the burden

of network administrators and Publication VI shows a usability evalua-

tion of HIP on end-users.

Problem III acts as another reality check for the proposed solution for

a consolidated namespace as offered by HIP. Namely, this problem chal-

lenges how feasible it is to deploy HIP from a technical perspective. Again,

the contributions to answer this research problem originate from multi-

ple individual publications. Publication I gives practical insight on the

API deployment in general, not only HIP. Then, Publication III describes

another deployment model where HIP is deployed only at the server side,

thus avoiding the hurdles of the client-side deployment. Finally, Publica-

tion V proposes a transition path for HIP that reduces the infrastructural

dependencies, which are often considered a deployment obstacle.

IP addresses

LISP d(TLS)NAT64 NUTSS IKEv2 HIP Evolution ..Mobile IP

AdministratorsUsersNetwork application developers

Network applications

User interfacesSockets API

Non−persistent Heterogenous Non−secure

Deployment challenges

A Consolidated Namespace

Frameworks

Figure 1.1. A visualization of the challenges in the TCP/IP stack and some solutions

Figure 1.1 visualizes the research challenges of this dissertation using

stack diagram. The layer on the top of the figure represents the target

groups of this work, that is, network application developers, users and

administrators. The developers program network applications either di-

rectly using the Sockets API, network application frameworks or libraries,

where as the users and administrative personnel typically utilize appli-

cations with graphical or command line user interfaces. However, both

frameworks and user interfaces use the Sockets API for network commu-

nications and it exposes IP addresses directly to networks applications

introducing them to non-persistent, heterogeneous, insecure and deploy-

ment related challenges. As listed in the bottom in the figure, these in-

6



Introduction

dividual challenges to achieve consolidated naming can be met using dif-

ferent TCP/IP extensions operating at the various layers of the networks

stack. Some of the extensions solve to multiple challenges where as oth-

ers only to a few. It should be noted that the taxonomy for consolidated

naming is described in detail in the next chapter.

The research problems focus on different areas of figure 1.1. In problem

I, we analyze consolidated naming in the context of the Sockets API and

network application frameworks. In problem II, we investigate and im-

prove HIP to better meet the requirements for consolidated naming from

the view point of end-users, network developers and administrators. Re-

search problem III focuses on the deployment aspects of HIP.

For completeness sake, other alternative solutions to HIP will be pre-

sented and compared later. However, alternatives will be constrained to

backwards compatible or incrementally deployable architectures to make

a fair comparison. In other words, we focus on evolutionary architectures

that try to minimize economical impact and extend the current life span

of the current TCP/IP architecture instead of, e.g., so called clean-slate ar-

chitectures [188, 172, 174]. Consequently, a number of research problems

and related solutions are out of scope [106, 114, 10, 127, 76]. For instance,

clean-slate networking based on, e.g., content/data-oriented networking

paradigm can require pervasive changes in network applications, stacks

and infrastructure. Delay Tolerant Networkings (DTNs) [249, 68, 107]

can require a total rewrite of the network logic of the application and

wireless sensor networks [28, 242] do not always implement a full TCP/IP

stack. Network mobility and mobile ad-hoc networks will not be consid-

ered as the thesis makes no contributions on this field of research. Mul-

ticast addressing model is not in the scope because it is not globally de-

ployed as a network-layer solution. Our view point is technical; a complete

economic analysis of HIP is out of scope.

1.2 Methodology

The methodology is heavily inclined towards empirical experimentation

in the collection of publications. With the exception of a purely statistical

analysis in Publication I, we implemented and analyzed a proof-of-concept

prototype into the remaining publications. The methodology for the quan-

titative analysis of the prototypes includes usability testing, software per-

formance and complexity measurements, and mathematical modeling.
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Qualitative analysis is present in all of the publications. Typically, the

design is scrutinized based on the practical insight learned by prototyping

and present solutions for the short-comings of the design. As an example

of the qualitative aspects, Publication V includes a qualitative analysis re-

lated to deployment (backward and forward compatibility of the design).

Table 1.1 summarizes the different methodologies used in the publica-

tions.

Methodology PI PII PIII PIV PV PVI
Prototyping X X X X X
Performance X X X X
Statistics X X
Modeling X
Qualitative X X X X X X
Usability X
Complexity X X X

Table 1.1. The methodology employed to analyze the networking software and concepts
in the publications

Simulation was not used as a method in the publications because large-

scale scalability was not in the focus of this work. However, all of the

performance measurements were conducted on commodity hardware to

understand the performance impact for individual hosts.

1.3 Contributions

The contributions of the individual publications can be summarized as

follows:

Publication I analyzes statistically open-source software in Ubuntu to

explore how applications of today resolve and utilize host names and

IP addresses, and how applications employ transport protocols and

security. A key finding of this publication is the recurring security

problems in the initialization of OpenSSL library. Another finding

related to this dissertation is a multihoming issue in all of the four

investigated network application frameworks. The contributions of

this publication can have real-world impact for improving the open-

source software in various Linux-based distributions. The authors

have also reported the UDP multihoming problem to the HIP work-

ing group at the IETF and it is mentioned in RFC5338 [95, p. 10].

Publication II argues that low-level security transparent to applica-

tions, such as HIP and Internet Protocol security (IPsec), can be
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transformed into something more tangible for application develop-

ers. We support our argument by extending the Sockets API to sup-

port the cryptographic namespace of HIP by implementing the ex-

tensions in the Linux kernel and embedding them successfully into

an existing application. We were also among the first ones to em-

pirically experiment and report so called referral problems in HIP

and to implement user-specific identifiers for HIP. This publication

was further evolved in the Internet Engineering Task Force (IETF)

community and eventually was published as an experimental stan-

dard [123]. The publication inspired the author to collaborate with

SHIM6 working group to design another API that was published

also as an RFC [122].

Publication III proposes a cross-layer application of the computational

puzzles and the cryptographic namespace in HIP to combat against

email spam. In this publication, we integrated HIP puzzle control

into a spam filter to introduce a computational cost for senders of

spam. As a counter measure, spammers could change their identity

to escape identity and puzzle tracking. We addressed this problem

as an game-theoretic problem to find an optimal solution for inbound

email servers. A shortcoming of the proposed solution is the lack of

universal HIP adoption; however, the results are generalizable to

new application scenarios without legacy burdens, such as Peer-to-

peer Session Initiation Protocol (P2P-SIP) using HIP [118].

Publication IV presents the design, implementation and performance

evaluation of a transparent and HIP-aware firewall. The core idea

in the design is that the HIP-aware firewall tracks the identities

of the client-side devices instead of their IP addresses. This is a

relatively simple and secure way to authenticate mobile and multi-

access clients because the IP addresses of the devices can change fre-

quently. The proposed design resembles a Virtual Private Network

(VPN) solution but is based on end-to-end architecture instead of

end-to-middle and supports easy network address renumbering at

the service side. The approach eases the life of network administra-

tors because they do not need separate access control lists for IPv4

and IPv6. The publication also analyzes and proposes solutions to

some challenges related to deploying the solution, including man-

agement of the identities and fine-grained access control to services.
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The outcomes of this experiment are referenced by the HIP experi-

ment report [94, pp. 25].

Publication V investigated if the cryptographic namespace of HIP could

be managed without deploying the cryptographic keys in the Domain

Name System (DNS). The extra records can introduce management

complexity and may be subject to forging until Domain Name Sys-

tem Security Extensions (DNSSEC) is adopted globally. The chosen

approach was based on leap-of-faith security model that was also a

recipe for success for Secure Shell (SSH). We implemented the model

for HIP using an interposition library that translated application

traffic based IP addresses into Host Identifiers on the fly. The imple-

mented library prototype did not require changes in the applications

and could fall back to non-HIP connectivity when a peer did not sup-

port HIP. We measured the prototype for software complexity and

performance. Finally, we analyzed the design for forward compati-

bility and for security issues inherited from the chosen model. The

results indicate that HIP can be managed without any support from

DNS, similarly as other substitute technologies, such as MobileIP,

VPNs and Transport Layer Security (TLS). The publication is ref-

erenced by RFC5338 [95, p. 9] and the IETF experiment report [94,

pp. 11] on HIP.

Publication VI evaluated how end-users perceive the cryptographic

namespace of HIP. While HIP can be visible to the applications, this

does not necessarily imply that the users actually observe the use of

HIP. To raise the awareness of the user of HIP-based security, we

implemented a graphical prompt for the user to explicitly approve

all HIP-based connections, a HIP plug-in for Firefox web browser

and a HIP-aware web site. The entire system was evaluated for

usability with two groups of test users. In tests, we applied differ-

ent combinations of security: no security, leap-of-faith HIP, normal

HIP and HIP combined with Secure Sockets Layer (SSL). We em-

ployed familiar security indicators in the browser and most users

perceived when the connectivity to the web site was secured, despite

the prototype was rather unpolished. The findings of the publica-

tions were reported to IETF and, consequently, the end-user GUI

is briefly mentioned in RFC5338 [95, p. 9] and referenced in HIP

experiment report [94, pp. 11].
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As the contributions of the publications to the research problems are

convoluted as discussed in section 1.1, the order of the publications devi-

ates from the logical order of the problems. Instead, the publications are

organized to ease readability. PI is the most generic publication and gives

an introduction to the Sockets API. Next, PII extends the Sockets API to

provide a generic API for HIP-aware applications. Then, PIII extends the

HIP-specific API to support the use case of mitigation of spam. PIV in-

troduces another use case for HIP, that is, to provide infrastructure-based

access control for the services of mobile clients. Finally, PV experiments

with use of HIP without the dependency to DNS infrastructure which is

then tested with end-users in PVI.

Table 1.2 summarizes the contributions of the individual publications

from the view point of the challenges and the target user groups. The

challenges related to non-persistent, heterogeneous and insecure address-

ing are covered by the first research challenge. The target user groups are

related to the third research problem.

Challenge/target group PI PII PIII PIV PV PVI
Non-persistent addressing X X X
Heterogeneous addressing X X
Insecure addressing X X X X X X
End-users X
Network app. developers X X
Network administrators X X X

Table 1.2. Contributions of the publications for the addressing challenges and target user
groups

1.4 Author’s Contributions

The author of this dissertation was involved in all activities of the pub-

lications, starting from conception of the idea, spanning from design, im-

plementation, measurement and analysis of the results, and ending in

writing of the publication. Here, some of the author’s contributions to the

publications are highlighted.

Publication I: The author contributed many of the ideas in this publi-

cation and manually inspected half of the frameworks. A co-author

handled collection of the statistics.

Publication II: The author did most of the work for this publication,

including design, implementation, experimentation and writing.
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Publication III: The idea and design for this publication was conceived

by the author. The author integrated the puzzle mechanism into

the spam filter and measured puzzle performance. The theoretical

analysis originated from the co-authors but was coordinated by the

author.

Publication IV: The author designed and conducted the measurements,

and participated to the writing of the journal article.

Publication V: The initial prototype was designed by the author and

implemented by a student under the instruction of the author. How-

ever, the author rewrote the prototype several times to optimize it

before the actual measurements, which were also conducted by the

author. The author also wrote a large part of the text in the publica-

tion.

Publication VI: The author chose to be the second author in this publi-

cation even though the workload was split evenly between the first

and second author. The author’s contribution to this publication was

mainly technical even though he participated to the design of the

implementation and the design of the usability tests. The author

participated also to the actual usability test events in the role of a

note taker. The graphical user interfaces were implemented by an-

other developer under the instruction of the author.

During his post-graduate studies, the author published also a number

of other research papers, participated in the implementation and interop-

erability testing of the various HIP-related standards [157, 164, 158, 112,

138, 137, 163, 163, 162] and has become a co-author of four IETF stan-

dards [95, 123, 122, 124]. The author has also contributed HIP-related

kernel code that were adopted to the vanilla Linux kernel3. The author

has been involved with HIP for Linux implementation4 activities since

2002 which has been used by many other researchers for their own re-

search5.
3http://lwn.net/Articles/144899/
4https://launchpad.net/hipl
5Please refer to hipl-users and hip-dev mailing lists at http://www.freelists.
net/
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1.5 Structure of the Thesis

Chapter 2 describes the background and related work. It describes the

challenges related to the TCP/IP architecture and organizes them into a

taxonomy for consolidated addressing. Also, different solutions to meet

the various challenges are presented and HIP is described in the end sep-

arately as it has an important role in the collection of articles. Chapter

3 describes and discusses the findings of articles at a high level, and also

points out future directions. It should be noted the results of the per-

formance measurements and other technical details are not repeated in

this section; rather, the goal is to position the work from the view point

of consolidated naming and the target user groups. Finally, the work is

concluded in chapter 4.
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2. Challenges and Solutions in the
TCP/IP Architecture

The TCP/IP architecture was conceived at an era when end-users con-

sisted of a trusted circle of people and network devices were too large

to be portable. The short-term needs prevailed and TCP/IP architecture

was designed with these two assumptions in mind. While these simpli-

fying assumptions contributed to the success story of the Internet, they

do not hold true anymore as practically every Windows desktop machine

is equipped with a virus scanner and hand-held devices are a part of ev-

eryday life. Despite of the early pioneering work to improve network ar-

chitectures [202, 193, 194, 52], the restrictions of the original TCP/IP ar-

chitecture are still present and the remaining challenges to meet modern

requirements are fulfilled by different extensions to the architecture.

This chapter presents a survey of a number of problems originating from

restrictions in the TCP/IP architecture and their solutions. We focus on

issues related to network addressing from the view point of the network

and upper layers. These issues are further organized into taxonomy and

divided into challenges related to non-persistent, heterogeneous and in-

secure addresses. Within the problem scope of this dissertation, we then

enumerate through a number of standardized and research solutions that

address the challenges within the scope of this dissertation1. In addition,

technical challenges related to deployment barriers will also be discussed

briefly. We also present the architecture of HIP in more detail because it

was chosen as the vehicle for experimentation in the collection of articles.

Finally, the last section presents a comparison of the different approaches

and explains how the collection have improved HIP in order to prepare for

next chapter that presents the contributions in detail.

1With the exception of Plutarch, all chosen solutions have been also implemented
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2.1 Non-Persistent Addressing

The TCP/IP architecture of the Internet was designed around the contem-

porary restrictions of large computers that were difficult to move around.

However, electronics followed Moore’s law, resulting in cheaper and smaller

electronics for consumers. As the electronics was shrinking in size, portable

devices, such as laptops and cellular phones, became pervasive. Conse-

quently, the original restriction for static hosts was no longer true even

though is was still present in the design of TCP/IP networking stack.

The TCP/IP stack remains still constrained by its original design that

was effectively a design compromise to make the addressing model more

simple. Namely, TCP was designed to reuse the same namespace as the

IP layer. While an obvious benefit of this short cut was to avoid managing

an additional namespace, the main drawback is that this makes TCP con-

nections more static. As TCP connections are created based on the same

addresses used by the underlying network layer, the connections are ren-

dered broken when the address changes or is removed. In contrast, UDP

is more suitable than TCP for tolerating address changes by its connec-

tionless nature. However, it can be used in a connection-oriented way,

exposing it to the same constraints as TCP.

In general, the TCP/IP architecture is challenged in the temporal dimen-

sion of addressing as it was designed to assume stable addresses. This not

only problematic from the view point of initial connectivity but especially

with sustaining of on-going data flows.

In this section, we look at the challenges related to the transient nature

of addresses in the TCP/IP architecture from the view point of the appli-

cation layer. While the lifetime of addresses, and perhaps the quality of

service related to the use of the address, is directly visible to the applica-

tion, we describe a more fine-grained taxonomy of the related challenges.

Challenges related to long-term disconnectivity as being tackled by DTN

are out of scope. Then, we fit some example solutions to each category.

Finally, as some solutions fit multiple categories, such as is the case with

HIP, we provide a summary of the problems solved by each solution.

2.1.1 Challenges

Originally, IP address was defined to only be used at the network layer but

TCP reused the addresses as its connection identifiers [214, p. 15]. Corre-

spondingly, the Sockets API, the de-facto low-level programming interface
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for network applications, was designed before DNS and is therefore heav-

ily encumbered with the use of IP addresses [49, p. 15].

While the reuse of IP addresses at multiple layers offers relief from ad-

dress management issues, it is a layer violation that results in undesired

dependencies between the layers. IP addresses are confined to the local

network topology and effectively define “where” a host is located, where as

transport-layer identifiers define “who” the connection end-point is [153,

p. 6]2. Consequently, transport layer becomes dependent on the location

of the end-host and its data flows break when the end-host changes its

location. The problem is further aggravated by applications that should

be using application-layer identifiers (defining “what”3.), e.g., FQDNs or

its extensions, but instead employ IP addresses directly. Such use can re-

sult in connections to incorrect or even malign hosts because IP addresses

are typically ephemeral by their nature and, in private address realms,

overlapping. To further aggravate the problem, applications have also lit-

tle means to discover when IP addresses are stale because the Sockets

API does not attach any lifetime to the data structures associated with IP

addresses [214, p. 11].

For the just described reasons, it could be argued that the basis of the

TCP/IP architecture is founded on the assumption of stable, or persis-

tent addresses. Paradoxically, addresses are nowadays non-persistent es-

pecially due to the advancements in modern, mobile end-user equipment

and dynamic network environments. As TCP/IP is universally deployed

and adopted, changing its fundamental nature is economically challeng-

ing and, thus, various network technologies to reintroduce the persistent

addressing model have emerged. However, many of the solutions tackle

only single problem emerging from non-persistent addressing. Hence, we

roughly categorize the different approaches according to mobility, multi-

homing, renumbering and Internet transparency challenges.

In the first mobility challenge, a single device or an entire network of de-

vices changes its attachment to the network, which typically occurs due to

physical movement of the device(s). Network mobility [160] is out of scope

of this dissertation and the focus will be instead on host mobility [149, p.

25]. In host mobility, the problem is dual fold: when a host moves to differ-

ent network, it cannot no longer be reached by other hosts and its existing

2IP addresses are also used for routing which defines “how” to get there
3Due to the coupled role of addresses, Fully Qualified Domain Names (FQDNs)
could be considered as the new “who” and Universal Resource Locators (URLs)
as the new “where” [69, p. 21] due to the pervasiveness of the web
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data flows are terminated. While both of these mobility-related issues are

important for applications based on the Peer-to-peer (P2P)-networking,

the initial reachability is more of a concern for servers where as sustain-

ing of existing connections is of importance for the clients in the client-

server paradigm. It should be noted that mobile end-hosts are also chal-

lenging from the view point of infrastructure as network-level firewalls

typically authenticate based on access-control lists based on fixed IP ad-

dresses.

The second multihoming challenge results in of multiple alternative

paths between two end-hosts and can be considered dual fold. Site multi-

homing occurs transparently within the network, without the end-host

applications realizing it besides observations in latency or throughput

when the path changes. In contrast, end-host multihoming is more ex-

plicit and visible for end-hosts and applications even though many devel-

opers are unaware of the end-host multihoming issue as they assume that

a single network interface always implies a single address [214, p. 12].

In contrast to mobility4, the multihoming challenge does not require

physical movement of the host but rather stems from multiple available

addresses, either on the same or different network interfaces. It has im-

pact not only on the client side but also on the server side. At the client

side, many hand-held devices support multiple access technologies such

as Wireless LAN (WLAN), 3G and bluetooth. A multihoming problem

emerges when inadvertent client chooses initiate communications from a

“wrong” address and this may result in a firewall on the path or the server

to block the traffic. At the server side, a misconception is that an applica-

tion binding to a specific IP address to filter incoming data will also send

outgoing data from the same address [214, p. 15]. Finally, besides ini-

tiation of data flows, the multihoming challenge manifests itself during

communications at both client and server side. When the path between

an active pair of addresses renders the data flow broken, it would be use-

ful to automatically switch to functional pair of address. Alternatively,

two data paths could be simultaneously utilized to maximize throughput.

However, such functionality remains unsupported by the TCP/IP stack.

The third challenge is site renumbering. As many client-side networks

are frequently renumbered with, e.g., Dynamic Host Configuration Protocol

(DHCP), renumbering issues surface at services that rely on hard-coded

4As a common denominator, Ylitalo [244, p. 22] scopes multihoming as a subset
of mobility
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IP addresses internally. For instance, corporate mergers or change in the

ISP affects the IP address prefix of sites and requires the site to be renum-

bered. By human error, stale addresses might still be left in various loca-

tions after the renumbering. For instance, hard-coded addresses might be

discovered in firewall access-control lists of the firewall and configuration

files of web servers as described in Request for Comments (RFC) 5887 [49,

p. 34]. As human error can result in downtime of services and economic

loss, companies tend to avoid site renumbering despite it is adequately

documented in the RFC. It also attributes the renumbering issues par-

tially to the fact that the lifetime of IP addresses are dissolved when DNS

resolver functions of the Sockets API pass the addresses to the applica-

tion.

The fourth challenge is Internet transparency [48, p. 2] that refers to two

aspects of the original Internet design. Hosts were universally address-

able and intermediate hosts did not essentially modify packets, which re-

sulted in end-to-end connectivity where all hosts were reachable by oth-

ers. However, the transparency is broken by the evolution of the Internet

as NATs have introduced private address realms that break universal ad-

dressability and firewalls drop undesired flows of packets. While NATs

slowed down the depletion of the IPv4 address space and firewalls a coun-

termeasure against increasing malign traffic, they did not come without

trade offs. As examples of negative impact, NATs complicate communi-

cations of P2P-software and firewalls are enforcing Hypertext Transfer

Protocol (HTTP) as new the narrow waist for the Internet [184]. Conse-

quently, the Internet is evolving into an end-to-middle architecture, favor-

ing the client-server paradigm, and making the deployment of new trans-

port and network-layer protocols challenging. It is also worth noting that

end-hosts need to be able to address all middleboxes for complete Internet

transparency.

Related to Internet transparency, RFC 6250 [214, p. 6] describes two

misconceptions about applications and reachability. First, reachability

with NATs and firewalls is not always asymmetric as clients can reach

servers but the reverse may not hold true. The RFC mentions callbacks

as one source of the problem which are present in, e.g., File Transfer

Protocol (FTP). With active data transfer in FTP [185, p. 4], the client

passes its IP address as a callback to the server that then creates a new

TCP connection with the client. When the client is behind a NAT, the cre-

ation of the TCP connection fails, resulting in a failure of the file transfer.
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A second issue described by the RFC is that reachability is not always

transitive. As an example scenario, host A can reach B that can reach C

but this does not guarantee that A can reach C as routes may be differ-

ent between each node, with different firewalls or NATs between. This

problem is also referred as a referral problem. For instance, HTTP [72, p.

62] avoids the referral trap with its clever design of redirection. When a

web server receives a request from a client that needs to be redirected to

another server, the server informs the client to connect directly to other

server instead of bluntly passing the client’s address as a referral to the

other server for connecting back, which would be problematic with in the

presence of NATs.

2.1.2 Solutions

As discussed in the previous section, the root cause for the inflexibility of

the TCP/IP architecture is that the transport and network layers share

the same namespace, convoluting the semantics of the layers. Thus, it is

only natural to decouple the namespaces, either in a strict way or loosely

to facilitate host mobility and multihoming. In general, this architectural

approach is sometimes referred as the identifier-locator split [214, p. 14]

and the Internet Architecture Board (IAB) has acknowledged it is a viable

way to modularize the TCP/IP architecture [153, p. 7], [145, p. 4],[146, p.

7].

In practice, the identity-locator split approaches introduce one level of

indirection in naming and many backwards-compatible approaches try to

restore persistent addressing with “surrogate” addresses [146, p. 58] to

be used in place of routable addresses. Despite the syntax of the two ad-

dresses can be convoluted, the semantic difference is nevertheless usually

emphasized by calling the surrogate addresses as identifiers. In some lit-

erature [157, p. 3] identity refers to an abstract entity and identifier is a

concrete realization of the identity with certain predefined presentation

format. In the context, we also use the term persistent identifier [103, p.

20] to emphasize the invariant nature of stable surrogate addresses.

The identifier-locator split is just an architectural paradigm that has to

be concretely realized with a concrete protocol and, thus, different designs

alternatives have been proposed. According to RFC 4177 [103, pp. 8, 15],

the split can be implemented by modifying existing protocol elements, or

by adding new “shim” protocol elements between application and trans-

port, or between transport and network elements. The RFC further de-
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scribes that the split can be realized at end-hosts or middleboxes (site-exit

or edge routers). According to some terminology [146, pp. 11,21], the for-

mer is called core-edge elimination and the latter core-edge separation.

Regarding to the syntax and semantics with the identifiers, several al-

ternatives exist according to RFC 4177 [103, pp. 18-20]. For instance,

the identifier and locator namespaces can be overlapping or disjoint. The

trade off with completely disjoint namespaces is the extra complexity of

additional mappings between identifiers and locators – the context [193,

p. 2] of use may be needed in order to disambiguate between the overlap-

ping namespaces. The identifiers can be structured (typically hierarchical)

or unstructured (commonly referred as “flat”).

Identifiers can further be classified into three levels according to their

uniqueness according to RFC 4177 [103, pp. 20-23]. The least unique

type of identifiers are ephemeral identifiers that are created during a com-

munication session to merely distinguish it from others. As an example

of this, two hosts using IPsec-based protection use an Security Parame-

ter Index (SPI) [117, p. ] number to indicate the symmetric key used

to protect the packet. Opportunistic identifiers are bound either tempo-

rally or topologically, and do not always guarantee that sequential use of

an identifier result in a connection to the same host. For instance, the

present Internet with its private address realms can be categorized into

this group as the same, possibly private, IP address can result in a com-

munication with a different host depending on which network the con-

necting host is located. These two classes of identifiers are jointly labeled

as non-persistent in the context of this dissertation.

Persistent identifiers, are global in their scope and unique across con-

current and parallel sessions according to RFC 4177 [103]. They can be

used for initiating communications at any time and anywhere, and are

guaranteed to always result in communications with the same host or no

communications at all. For instance, MAC addresses are an example of

unique identifiers at the data-link layer that are centrally assigned. In

contrast, public keys generated to identify SSH hosts can be considered

statistically unique identifiers at the application layer.

In the context of this work, we clarify two properties for persistent iden-

tifiers. Firstly, we specify that such identifiers must facilitate end-host

mobility, end-host multihoming, site renumbering and Internet transparency.

Secondly, we note that persistent identifiers are impacted by the referral

issues when the identifiers are unstructured and used in the context of
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name directories supporting only structured name look ups. In such a

scenario, the identifiers may need some additional information in order

to be successfully searched through the structured directory. Here we,

define that the referral issues will not render a persistent identifier into

non-persistent and rather describe the referral issues separately.

Besides address agility, the identity-locator split holds also the promise

to improve the routing scalability of Internet “core”, or Default-Free Zone

(DFZ) to be more exact, which is facing some addressing-related chal-

lenges. For example, many companies prefer Provider-independent (PI)

addresses over Provider-allocated (PA) addresses to facilitate easier mi-

gration from an ISP to another [146, p. 5],[153, p. 5]. The trade off

here is that PI addresses do not aggregate as well as PA addresses, thus

PI addresses create larger routing tables and challenge routing scalabil-

ity [29, p. 8]. Essentially, the identity-locator split can be used to reap

the benefits of PI and PA addresses. The identity namespace offers the

same topology-independent functionality as PI addresses and the loca-

tor namespace supports aggregation similarly as PA addresses. For ap-

plications, the unresolved scalability problems may cause degradation of

Quality of Service (QoS) in the future. The solutions (based on identity-

locator split) can limit the degradation and affect the way how applica-

tions identify other hosts.

The benefits for the routing scalability in the elimination approach are

only fully realized when most of the hosts of a site are upgraded to support

the elimination. In contrast, only the edge routers have to be upgraded in

the separation approach to enable it for the whole site5. The elimination

approach improves routing scalability, as routing tables grow with the

number of ISPs rather than edge networks [108, p. 2]. However, the

separation does not support Internet transparency because it creates a

separate locator namespace to solely for the routers. Consequently, end-

hosts cannot address routers anymore because they are confined to the

identity namespace [108, p. 4] in the separation approach.

Protocols implementing the identity-locator split are typically based ei-

ther on tunneling or address rewriting [103, pp. 15-16]. The tunneling

approach is also referred as map-and-encap. With tunneling, the pack-

ets are encapsulated with an extra header: the inner header contains the

identifiers and the outer header the locators. The header is added when

the host responsible of the identity-locator split sends the packet, and

5Communications with legacy sites is another issue in core-edge separation
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correspondingly removed at the destination by the responsible host. In

address rewriting schemes, the responsible hosts translate identifiers to

locators when sending and translate locators back to identifiers at the des-

tination. The translation can involve the whole address or just portions of

it, such as the prefix.

The tunneling approach requires a mapping infrastructure from where

to look up the locators corresponding to the identifiers. This approach

can result in lost packets especially when combined with the core-edge

separation. When an edge router receives an outgoing packet with the

identifiers, it has to look up the corresponding destination locator and

thus may have to drop the packet until the look up is completed. As the

tunneling scheme adds an extra header, it changes Maximum Transfer

Unit (MTU) and fragmentation processing [153, p. 18]. Tunneling breaks

also geolocation based on IP addresses [214, p. 14]. However, a bene-

fit of the tunneling is that it is stateless as each packet contains all the

necessary information to process it.

As an alternative to tunneling, address rewriting typically requires some

extra state at the middleboxes. Typically, packets do not have be dropped

as the translation is known beforehand. Translation does not affect MTU

as no extra header is added. It should be noted that some translation

schemes alter the semantics of IP addresses, e.g., by splitting a single ad-

dress into identifier and locator portions. Such schemes require changes

to application logic as most of them generally treat addresses as opaque

tokens without additional semantics [153, p. 18].

Next, we describe some protocols that try to introduce persistent iden-

tifiers to facilitate mobility, multihoming, site renumbering or internet

transparency. We survey different approaches based on the identity-locator

split in addition to other application, transport and network-level solu-

tions.

Mobility Solutions

The mobility-related terminology in this section refers to RFC 3753 [149]

unless separately mentioned. Network mobility refers to relocating to

an entire network without interrupting packet delivery. Network mobil-

ity [65])6 will not be further examined here and the interested reader may

refer to other sources [64, 60, 178, 62]. In host mobility, or terminal mo-

6In contrast, site renumbering will be discussed later. While renumbering and
network mobility could be solved with same technologies, the solutions differ in
practice
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bility, a host retains its connectivity with other hosts despite of changing

its network attachment point. For example, this can occur when a laptop

moves from the range of one WLAN network to another. Session mobility

refers to migration of an application-layer session between two different

devices.

In the temporal dimension, the connectivity can divided into sustaining

initial connectivity versus sustaining of on-going communications. Typ-

ically, the former requires the help of immovable infrastructure to relo-

cate the moving host. As an example solution to this problem, DNS in-

cludes extensions [230] that allow hosts to update their new location in

the DNS. In order to provide a stable “anchor” point, the infrastructure is

also needed to sustain on-going communications of two hosts that move

at the same time. When only one end-point of the communications moves

at a time, support from the infrastructure is optional because the moving

host can inform directly its other communications partners about its new

whereabouts. This process, independently of whether it includes network

intermediaries or not, is usually referred as handoff or handover.

A horizontal handoff occurs when a device moves between homogeneous

access technologies. As few examples, this can occur when in bridged eth-

ernet networks [218] or when a laptop moves between two WLAN access

points [155, 186] or when when a cellular phone transitions between two

base stations In contrast, vertical handoff occurs when a mobile devices

switches between different network types, such as WLAN and 3G. Some

mobility mechanisms function only within a single address domain and

this is called local mobility or micro mobility. In contrast, global mobility,

or macro mobility, works across different domains.

Mobile IP is classic example of a protocol supporting global mobility,

albeit it has both a standardized [176, 175] and a research variant [41]

more optimized for local mobility. Originally, Mobile IP was not address-

family agnostic [244, p. 22] at the network layer because it had one pro-

tocol supporting IPv4 networking [176] and another IPv6 [177]. How-

ever, Dual Stack Mobile IPv4 (DSMIPv4) [221] or Dual Stack Mobile IPv6

(DSMIPv6) extensions [205] facilitates both IP versions within a single

protocol7.

In Mobile IP terminology, a moving host is denoted as mobile node and

its communication partners are referred as correspondent nodes. In gen-

7Another issue is IPv6 interoperability at the application layer which is the topic
of section 2.2
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eral, Mobile IP supports host mobility by introducing a persistent, sur-

rogate address for mobile nodes. The address identifies the node, and

it is referred as home address. Correspondingly, the mobile node is lo-

cated using its care-of-address that refers to its current IP address in the

topological network topology. The home address and care-of-address are

bound together by a network intermediary, called home agent that relays

traffic from the correspondent to the mobile node, thus maintaining an

illusion for the correspondent node that the mobile node has a persistent

address [144, p. 6]. The home agent [156] relays also the reverse direc-

tion8. When a home agent becomes unreachable, the mobile node can

switch to an alternative home agent [134] albeit with the cost of disrupt-

ing existing transport-layer sessions.

In contrast, MobileIPv6 supports direct communications from the be-

tween the mobile and correspondent node (route optimization) when the

correspondent supports MobileIPv6 protocol. Another difference in Mo-

bileIPv6 is that IPsec-based security is mandatory which is typically man-

aged with the help of Internet Key Exchange (IKE)v2 [116].

While Mobile IP could be described as standardized end-to-middle tun-

neling solution, a number of end-to-end solutions have been proposed

by the academia. For example, Location Independent Networking for

IPv6 (LIN6) [135] splits an IPv6 address into two: the first 64 bits iden-

tifies the network attachment point (locator) and the last 64 bits identify

the end-host. In essence, LIN6 introduces a new logical shim layer be-

tween transport and network layers that serves two purposes. Firstly, the

upper layers are isolated from network layer changes as the shim layer

translates the locator portion to a LIN6-specific prefix before delivering an

incoming packet from the network to the transport layer. This identifier

is referred as the “generalized identifier” and the application can utilize

it, e.g., for access control as it is immutable. Secondly, the shim layer can

manage end-host mobility because it can translate the LIN6-specific pre-

fix to a suitable locator before sending a packet to the network. LIN6 is

dependent on extra infrastructure, called mapping agents, that the LIN6-

capable end-hosts update regarding to their current identity-locator bind-

ings.

As another core-edge elimination approach, a later proposal 9 called

8Early versions of Mobile IPv4 employed so called triangular (asymmetric) rout-
ing where the reverse direction did not involve the home agent. Also, another
optimization called foreign agents is not usually deployed at all in practice
9ILNP is founded on an even earlier approach called GSE which will be described
in section 2.1.2
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Identifier-Locator Network Protocol (ILNP) [16] splits an IPv6 address

into identifier and locator portions similarly as LIN6. In contrast to LIN6,

ILNP does not provide a generalized identifier to upper layers but rather

exposes the possibly outdated locator portion. To avoid changing applica-

tion semantics to interpret only the identifier part, ILNP proposes instead

extensions to the Sockets API that use FQDN names to hide the details

of addresses entirely from the applications. As another difference, ILNP

reuses DNS rather than requiring new mapping infrastructure and stores

the mapping information in new DNS resource records. To secure the pub-

lishing of identity-locator bindings, the approach assumes secure dynamic

DNS updates [234] for site adopting the approach. End-hosts can also

inform each other directly about their changed network locations using

ICMP(v6) messages but DNS is utilized as a fixed re-contact point when

two end-hosts relocate simultaneously. While the approach targets pri-

marily IPv6 with its concrete ILNPv6 proposal, a separate ILNPv4 proto-

col is sketched that uses IPv4 options to carry the identifiers and requires

modifications to Address Resolution Protocol (ARP). ILNP can reuse IPsec

to secure its data plane but requires changes to IPsec processing to ignore

the locator portion of IPv6 addresses.

Internet Indirection Infrastructure (i3) [211] is another research-oriented

architecture facilitating end-host mobility based on core-edge separation

and identity-locator split. As the name suggests, i3 achieves mobility by

introducing indirection infrastructure that hides the location of the end-

hosts. The infrastructure consists of an application-based overlay based

on Distributed Hash Table (DHT). For two applications to communicate

over the overlay, the server-side chooses an arbitrary identifier for itself

and publishes a hash of its identifier along with its IP address in the DHT.

Then the client-side application can deliver data to the server through the

application-layer overlay using the published identifier. This way, the in-

frastructure decouples senders from receivers and allows applications to

update their current location to the overlay. Based on the decoupling, i3

can further support anycast and multicast.

Forwarding directive, Association and Rendezvous Architecture (FARA) [57]

decouples also identity from its location by abstracting the functionality

of the different layers of the networking stack. The architecture does not

require any new namespace to be introduced but it relies on overlay-based

infrastructure to assist in mobility. As a concrete realization of the archi-

tecture, M-FARA [181] is based on IP namespace but implements its own
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transport protocols and network intermediaries to support mobility.

It should be noted that many of the network-layer solutions for mo-

bility remain marginally adopted and deployed. Thus, many applica-

tion layer solutions have emerged to tolerate mobility at some level. For

instance, many web browsers, including Mozilla Firefox, support paus-

ing and resuming of downloads. Email client software, such as Mozilla

Thunderbird, can tolerate disconnectivity and automatically reconnect to

the email server. Internet telephony as supported by Session Initiation

Protocol (SIP) includes session mobility [199]. Most web services identify

HTTP sessions10 with browser cookies and, thus, can tolerate IP address

changes for non-streaming applications. In web browsers, the use of per-

sistent HTTP, i.e., the reuse of the same TCP connection has been reduc-

ing [44, p. 3], perhaps to tolerate mobility better. Finally, more generic

application layer solutions based on, e.g., libraries [246], by introducing

a new session layer [203] and overlays [5] have also emerged from the

academia but have not been yet embraced by application developers.

End-host Multihoming Solutions

In mobility scenarios, the host may be disconnected for a short period of

time (break-before-make) during a handoff. However, multihoming scenar-

ios can involve simultaneous availability of multiple network paths that

may result in a smoother handoff because the host may be able to pre-

pare an alternative path while sustaining communications using the ac-

tive path (make-before-break). Similarly as mobility, multihoming can be

realized at multiple layers of the networking stack. For instance, the mul-

tihoming is present with multiple email accounts; sending an email using

an unsubscribed email address will bounce off an mailing list. While the

challenge persists at different levels, we focus on transport and network

level solutions in this section.

As with mobility, multihoming solutions can be realized at end-host or

intermediate hosts. When multihoming is implemented at network inter-

mediaries such as routers, it is usually referred as site multihoming. The

purpose of such multihoming is to make use of network redundancy in

order to dynamically switch from one network provider to another when

a network fault occurs, but it can also be utilized for load sharing and

other traffic engineering purposes [1, pp. 2-3]. For IPv4, RFC 4116 [2,

pp. 4-7] documents a number of methods to facilitate site multihoming.

10According to some measurements [148, p. 1], HTTP traffic can amount for
nearly 60% of Internet traffic
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The use multiple Autonomous System (AS) numbers is another option but

this approach is problematic as the numbers are a finite resource. A more

scalable way is to make use PA addresses and advertise new routes in the

Internet with Border Gateway Protocol (BGP) when switching between

ISPs. However, the drawback of this is that the site needs to renumber its

network when changing its primary service provider. Site renumbering is

the topic of the next section and we focus on approaches dedicated solely

on end-host multihoming in the remainder of this section.

Scalable multihoming is an important goal for the Internet architec-

ture [146, p. 7]. When the goal is merely to sustain on-going communica-

tions for the sake of multihoming, non-persistent identifiers are sufficient

enough [103, pp. 21-22]. At best, Stream Control Transmission Protocol

(SCTP) [170] is an example of the use opportunistic identifiers11. SCTP

makes no attempt to uniquely identify hosts but merely facilitates end-

host multihoming, and also end-host mobility with later extensions [210],

with routable IP addresses. SCTP introduces a new transport proto-

col [208] that applications can utilize with its separate Sockets API exten-

sions [209]. In contrast to TCP, SCTP can also support multiple streams

within a single session and offers a messaging oriented API that avoids

application-level framing of messages.

Multipath TCP (MPTCP) [74] extends TCP to support end-host multi-

homing for both failure tolerance and load balancing purposes. Similarly

as SCTP, it makes no attempt to introduce a new namespace. As it is

based on IP addresses, it can be characterized to be based on opportunis-

tic identifiers. However, a crucial difference to SCTP is that can work

with unmodified legacy applications, despite its optional extensions for

the Sockets API [195].

As another approach, identity-locator split has been proposed to decou-

ple the existing transport and network layers from each other to facili-

tate more generic form of multihoming [103, p. 13-14]. As an example,

Site Multihoming for IPv6 (SHIM6) [168] is an IPv6-specific end-to-end

solution that introduces a shim layer to the end-host stack. The shim

layer does not introduce a new namespace but rather reuses routable IPv6

addresses as both identifiers and locators. This design choice allows a

SHIM6-capable host to communicate with a SHIM6-incapable host. Con-

sequently, SHIM6 does not require any changes to IPv6 applications even

11Individual streams inside SCTP sessions have stream IDs that are effectively
ephemeral identifiers
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though it has an optional API for SHIM6-aware applications [122].

Site Renumbering Solutions

Site renumbering occurs typically when site changes its network provider,

e.g, to obtain more competitive prices12. The new provider will offer a dif-

ferent IP address range and the site needs to be renumbered to correspond

the new prefix. Ideally, only DNS-based names would have been used in-

ternally by site and by external sites to reference the various services of

the local site. Then, the transition could be accomplished by merely up-

dating DNS records and waiting for the cached entries to expire. However,

this is not often the case and IP addresses are embedded in various ap-

plication, service and infrastructure configurations [49, p. 34], and down-

time is avoided at any cost.

In a nutshell, site renumbering can interrupt existing transport-layer

connections and it can cause certain hosts to be completely unreachable

due to address misconfigurations. The former problem can be solved us-

ing some of the end-host mobility or multihoming protocols described in

the previous two sections and will not further discussed in this section.

The latter problem is more severe and this section focuses on solutions

adhering to it. Instead of ephemeral or opportunistic identifiers, many of

these solutions require more heavy-weight means in the form of persis-

tent identifiers to ensure that services remain reachable.

Another characteristic of the protocols is that many of them support

at least site multihoming in addition to the site renumbering. Many of

the protocols also advertise themselves as a solutions routing scalability.

In this work, we treat problems with routing scalability as a symptom

or side effect of missing renumbering support rather than the root of the

problem; the actual source of the problem is either a non-scalable choice to

support site multihoming or site renumbering, such as is the case with PI

addresses. Thus, “routing scalability” will not be discussed in its own sec-

tion but rather as a benign property of individual solutions to site renum-

bering.

The scalability of the Internet is challenged by increasing amount of

prefixes that aggregate poorly. According to RFC 4984 [153], there are

multiple sources that attribute to the problem. For example, some com-

panies avoid renumbering costs by using PI addresses instead of PA ad-

dresses. Historical, non-aggregatable address allocations, well as mul-

12At least in Finland, it is possible to change your cellular operator without
changing your phone number. Unfortunately, this does work at all with ISPs
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tihoming and traffic-engineering tricks further aggravate the problem.

Moore’s law do not help to curb the costs for high-end routers because they

employ different type of memory than what is used in commodity hard-

ware such as cellular phones. To recap, the RFC states that routers are

becoming more expensive, routes are becoming more “flat” despite routing

is still based aggregatable algorithms13 and the pursuit for local benefits

has resulted in global scalability related costs.

RFC 4192 [25] describes procedures on how IPv6 renumbering can be

realized manually without introducing service breaks. The renumbering

includes prefix-related modifications to switches, routers, firewalls, DNS,

DHCP, end-hosts and application configurations. However, RFC 5887 [49]

states that renumbering is still hard in practice due to very nature of

IP addresses. While dynamic service discovery, IPv6 support for multi-

ple addresses during transition period and unique local IPv6 addresses

[100] for intranet communications relieve some of the problems, manual

renumbering procedures are still far from a seamless. For example, Time

To Live (TTL) values in DNS should be manipulated smaller in the begin-

ning of the transition but this causes caching-related tensions. The TTL

values are not percolated to the applications because Sockets API does not

support such concept as it was designed before DNS. Until browsers are

restarted, many of them employ so called “DNS pinning” that caches the

addresses of the server to avoid security issues. In addition, routers may

have to be restarted as they cache addresses and server-side applications

have to bind to multiple addresses for the duration of the transition pe-

riod. Finally, the RFC also mentions that protocol level dependencies as

34 out of 257 RFCs had explicit address dependencies.

Independently of whether PI or PA addresses have been used for multi-

homing or site renumbering purposes in an edge network, injecting non-

aggregatable addresses has introduced scalability challenges for the global

routing in DFZ [119, p. 1]. As a compromise, readdressing can be avoided

in IPv4 by employing private addresses within the site while sustaining

scalability with PA addresses [2, p. 7]. In IPv6, the same can be ac-

complished with Unique Local Addresss (ULAs) [102]. While these ap-

proaches support renumbering within an intranet, they need additional

support to facilitate external communications. Without additional sup-

port (e.g. VPN tunneling), ULAs cannot be used for external communi-

13RFC 4984 points out that only few feasible approaches to non-topological rout-
ing have been proposed [42, 4, 132]
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cations at all. By default in IPv4, NAT devices drop incoming data flows

unless some special arrangements are in place. For both incoming and

outgoing data flows, NAT devices typically do not support support surviv-

ability of transport layer connections [49, p. 17]14.

Evolution [146, p. 52-56] is an incentive-based strategy that combines

a number of short-term traffic engineering schemes requiring no coordi-

nation between sites into a long-term plan that requires coordination. In-

stead of promoting a sudden “revolution” in routing architecture, the ap-

proach is phased so that each step gradually improves routing scalability

and brings immediate benefits for its early adopters [119]. The approach

starts from the intra-AS changes and ends with inter-AS changes to ul-

timately accomplish core-edge separation. The intra-AS changes involve

algorithmic improvements to the software in local routers to achieve bet-

ter Forwarding Information Base (FIB) aggregation locally.

In the second iterative step of the evolution approach, new infrastruc-

tural indirection elements are introduced. The local AS deploys new routers,

called Aggregation Point Routers (APRs), to facilitate virtual aggrega-

tion [27, p. 1] within its own AS. The idea is that the APRs split the

entire IPv4 namespace artificially into large, virtual fragments and each

APR advertises its responsible block to legacy routers inside the AS. This

way, legacy routers of the AS survive with fewer route prefixes and the

complexity of finding more accurate routes is shifted to new APRs.

As a trade off, the APRs naturally introduce path stretch in the sense of

an extra hop. Another drawback is that the approach requires tunneling

to avoid routing loops [27, p. 3]. The tunnel starts from the APR and is

terminated at the egress site-exit router that further uses extra informa-

tion of the tunnel to make the precise forwarding decision.

While the intra-AS tunnels allow a single AS to evolve independently

of others, it is very suboptimal when multiple ASes have adopted the ap-

proach a packets have to be encapsulated and decapsulated redundantly.

Fortunately, the overhead involved with this map-and-encap approach

can be mitigated in the final phase of the evolution where pairwise agree-

ments are expected to emerge between different ASes that employ virtual

tunneling. The incentive is that two ASes can start advertise and peer

virtual routes directly for each other so that the tunnels do not have to

be terminated in the middle but rather are established between the two
14NATs also conflict with Internet transparency but this will be discussed in
more detail in section 2.1.2
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ASes. With time, the number of agreements grow and eventually the In-

ternet gradually evolves towards a separate virtual routing name space.

In general, virtual aggregation introduces a new parallel routing names-

pace and this mapping between two namespace need to be managed some-

how. The evolution approach suggest reuse and extend BGP for back-

wards compatibility, and to minimize costs related to the mapping in-

frastructure. In contrast, Location-Identifier Separation Protocol (LISP)

working group in the IETF proposes a more revolutionary approach and

directly focuses on last phase of the evolution approach. Cisco-driven

LISP is a core-edge separation protocol and it implements identity-locator

split in border routers. LISP introduces a new protocol for the map-and-

encap scheme [70]. For distributing mappings, multiple alternatives have

been proposed. For instance, NERD [143] proposed a full mapping table

for each mapping host and the approach officially adopted by the working

group, ALT [81], is based on partial tables organized into a hierarchical

overlay. To reduce initial latency, ALT can be used for piggybacking data

packets.

Besides improving renumbering and routing scalability, LISP-capable

sites support also site multihoming without modifications to end-hosts15.

As trade offs, LISP requires new mapping infrastructure, i.e., proxies to

interoperate with legacy networks and the overhead for testing aliveness

with other connected LISP routers as described in RFC 6115 [146, pp. 9].

The RFC lists also other protocols with different technical details based on

core-edge separation and map-and-encap scheme (such as Six/one [231],

IVIP [235] and IRON/RANGER [213]), but LISP suffices here as a prime

example of protocols in this category.

Global, Site, and End-system address elements (GSE) [169] serves as

an early example of locator-rewriting approach based on core-edge sepa-

ration. The approach splits an IPv6 address into three pieces. The prefix

of the address is denoted as routing goop which can be changed by routers

and it essentially identifies a network. In the middle, site-topology parti-

tion can locally be used defining different subnets for a site. The remain-

ing part, end-system designator, is a globally unique end-host identifier

generated from the Media Access Control (MAC) address of the host, for

instance. GSE supports site renumbering because the end-hosts are iden-

tified with the end-system designator and GSE-capable routers adjust the

15LISP extensions to support end-host mobility are being pursued at the
IETF [71] that require similar modifications at the end-host as in the various
approaches for core-edge separation
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routing goop according to the local topology. The approach proposes also

new two DNS records, one for the routing goop, and another for the site-

topology partition and end-system designator.

GSE does not fully conform to Internet transparency because the rout-

ing goop inside the site may be different from the outside, effectively

requiring split DNS. At the transport layer, the routing goop and site-

topology partition should be excluded from the pseudo-checksum calcu-

lations. RFC 4984 [153, pp. 18-20] notes also that the end-system des-

ignators change semantics of some applications that compare addresses

for equality because they have to compare only the designator part. The

RFC further criticizes GSE for undefined locator-failure discovery and

raises the question of compatibility with Cryptographically Generated

Address (CGA) [18] addresses. The issues with GSE are further analyzed

by others [248].

Internet Transparency Solutions

While waiting for IPv6 to become ubiquitous, the IPv4-based Internet is

not transparent anymore as different kinds of middleboxes have broken

the original end-to-end nature [194] of the Internet. Firewalls are exam-

ples of such boxes and some protocols, such as Skype for Internet tele-

phony, have been known to work their way around the firewalls. NAT

devices also involve the functionality of a firewall to filter out traffic flows

originating from the Internet, but NATs also support address aggrega-

tion with private address realms. The aggregation requires the NAT mid-

dleboxes to couple transport and network layers tightly16 as the transla-

tion information is stored into transport-layer ports. As NATs constrain

connectivity to the client-server model and private address realms make

unique identification of hosts based on IPv4 addresses impossible, devel-

opment of peer-to-peer applications has become more complicated. Con-

sequently, several solution to work around the issues with NATs have

emerged.

RFC 2775 [48] describes two practical solutions to achieve better in-

teroperability with private address realms. In the first approach, split

(horizon) DNS can be used to give a more concise view of a site from the

view point of FQDNs. The idea is that the DNS returns private addresses

for host name queries originating from the private address realm of the

site and public addresses from outside. Thus, the host names are con-

16As mentioned also by others [244, pp. 53-54], transport and network layers are
not only coupled at end-hosts but also at intermediary hosts as a result of NATs
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sistent but map to different addresses depending on the location of the

querying host. Nevertheless, this approach does not comply to Internet

transparency from the view point of addressing and presents issues for

applications caching addresses. The second approach is not problem free

either. Application-Level Gateways (ALGs) can modify application-layer

protocols to retrofit them with NATs. For example, an ALG is needed

when FTP is used in active mode because the FTP server creates a new

TCP connection back to the client located behind a NAT device. ALGs can

be problematic especially when they are not properly implemented [50, p.

12]. The complexity of ALGs have been investigated and alternative type

of NAT architectures have been proposed [37] but never adopted.

By default, NATs block transport-layer connections origination from the

Internet unless the operator of the NAT manually open certain ports.

However, this requires some expertise from the user and the port can be

forwarded only a single host inside the private address space due to mul-

tiplexing reasons. For instance, only single host can serve the standard

HTTP port for the outside.

To avoid the manual tweaking of the NAT device, two approaches have

emerged. First, applications can employ a Universal Plug and Play (uPnP)

library to request opening of certain ports in NATs [78]. The protocol is

widely supported by different NAT device vendors, albeit is can some-

times be disabled by default. It is also supported by various manufac-

tures of home multimedia devices and smart phones because it supports

broadcast-based discovery of local-area services17. As a second approach,

IETF is standardizing Port Control Protocol (PCP) [238]. Among other

things, it improves upon uPnP as it can infiltrate through multiple cas-

cading NAT devices.

As vendor-specific solution, “Back to my Mac” (BTMM) service [56] sup-

ports NAT traversal for OS X with the help of uPnP [78] and other proto-

cols. BTMM introduces topologically-independent, ULA-based addresses [100]

that can be used for addressing hosts behind NATs. The approach em-

ploys DNS to support end-host mobility and easier naming of hosts, and

a combination of Kerberos, IKE and IPsec to facilitate security. BTMM

inherits its restriction from uPnP; NAT traversal fails when uPnP is dis-

abled from the NAT or in the presence of cascading NATs. Also, BTMM

supports only IPv6-capable applications.

17Another service discovery protocol from the IETF is Service Location Protocol
(SLP) [89]
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In uPnP and PCP, the idea is that the application requests the NAT

to open and forward a port to it. As the success of this depends on the

protocol support in the NAT(s), alternative approaches have emerged.

The protocol family of Session Traversal Utilities for NAT (STUN) [191],

Traversal Using Relay NAT (TURN) [147] and Interactive Connectivity

Establishment (ICE) [190] works around the issue and penetrates through

the NAT box(es). The trick is that two communicating applications simul-

taneously send transport-layer datagrams to each other to create state in

their NAT middleboxes, thus bypassing ingress filtering in NATs [207].

As deployed legacy NATs do not operate in a uniform way [17, 85], the

success NAT traversal is not always guaranteed and especially TCP [58]

has somewhat slimmer chances than UDP in practice. However, the UDP-

based transport has a higher chance of succeeding than TCP [86, 75] in

practice.

As a brief summary of the protocol family, an end-host uses STUN to

learn its address-port mappings from STUN infrastructure deployed in

the Internet. ICE protocol uses and extends the STUN protocol format

to support penetration of on-path NATs. The end-host may also utilize a

TURN relay to guarantee successful NAT traversal in the event the pene-

tration fails. While ICE restores end-to-end connectivity, it can be argued

that is does not support Internet transparency in an architecturally clean

way as it does not untangle addresses from ports. ICE is pervasive in the

sense that it requires the application to use its APIs and it changes the

semantics of the application-layer protocol as the application exchanges

the address-port mappings, triggers the ICE penetration procedure and

has to be able to demultiplex STUN traffic from its own application-layer

traffic. Nevertheless, the protocol family has been adopted to SIP [38],

P2P-SIP [110] and Real Time Communication on the Web (RTCWEB) [8],

to mention few examples.

Teredo [101] is less pervasive than ICE because application do not need

modifications for it18. In Teredo, the application uses a special surro-

gate IPv6 address when NAT traversal is desired. The local Teredo soft-

ware tunnels transport-layer traffic sent to the virtual address over UDP

and tries penetrate NAT devices transparently from the application. The

penetration procedures are similar as with ICE albeit Teredo has some-

what lower probabilities for establishing direct end-to-end connectivity.

18On older Windows versions, the application had to enable Teredo explicitly
using a socket option
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Teredo supports Internet transparency in an architecturally cleaner way

as Teredo introduces new virtual namespace for end-hosts without de-

pendencies to transport-layer ports. However, Teredo addresses are not

persistent because address is formed in a topological-dependent manner.

As further limitations, the Teredo requires an IPv6-capable application at

both ends and the tunneling involves a small penalty to the MTU.

To restore Internet transparency, an early research-oriented approach

called 4+4 [222] extends the NAT-based architecture of the Internet. In

the approach, a host is uniquely identified both using its private IPv4

address and public IPv4 of its NAT. At the network layer, 4+4 employs

stateless IPv4-over-IPv4 tunneling to store both of the address types and

4+4-upgraded NAT devices translate the addresses as illustrated in figure

XX.

XX draw figure

The described implementation intercepts DNS requests at the client-

side host, injects new requests for 4+4-specific Service Record (SRV) records

to detect 4+4-capable servers. For 4+4-capable servers, the implementa-

tion caches the mappings between a private and public address but it

modifies the DNS responses so that the originating legacy application re-

ceives the private address. This way, a site can choose its internal ad-

dressing convention and changing of the ISP can become easier. Also,

private address spaces aggregate better and thus improve routing scala-

bility.

As another research solution to Internet transparency, mobility and mul-

tihoming, Delegation-oriented Architecture (DoA) [232] proposes an ar-

chitecture based on core-edge elimination. The idea is to introduce a new

shim layer at the end-host between existing transport and network layers

that translates upper-layer identifiers to routable locators. The approach

is based on tunneling; the identifiers are stored in an additional header

inserted between the transport and network layers. The architecture re-

vives Internet transparency with its persistent identifiers and the tun-

neling approach shields application port numbers from changes of NATs.

Further, DoA-capable NATs are required to rewrite only IP addresses in

packet headers and use the additional identifier information from DoA

headers as additional demultiplexing tokens.

DoA requires the identifiers to be globally unique but not necessarily

cryptographically derived. The identifiers are flat and such non-hierarchical

identifiers are difficult to look up from the DNS, so the architecture re-
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lies on a DHT service for storing them. DoA introduces extensions to the

Sockets API to accommodate the 160-bit identifiers as they are cannot fit

existing structures.

However, what really makes the DoA architecture distinct from many

other proposals is the support for secure, loose source-address routing. To

accomplish this, an end-host announces its own identifier as well a chain

of identifiers of its middleboxes in DHT. In order to the reach the end-

host, other hosts have to follow the chain in the specified order. Each of

the middleboxes include cryptographic information in the traversed pack-

ets so that the end-host can verify the chain. This facilitates both on-path

and off-path intermediaries that can support, for instance, virus scan-

ning and firewall services. Off-path intermediaries are useful especially

for DoS prevention. However, the trade off of such delegation is a fairly

complex DHT registration procedure and extra interaction between the

intermediary hosts.

NUTSS [87] architecture is also based on core-edge elimination but un-

like DoA it argues that applications should be using more aggregatable

Universal Resource Identifier (URI)-based names instead of flat names.

A fully-fledged NUTSS introduces a new API for network applications

but the implementation supports also a legacy-compatible mode where

a shim layer translates routable IP addresses from the application layer

into NUTSS-based identifiers. Similarly as DoA, also this architecture

achieves mobility, multihoming and Internet transparency by providing

applications with persistent identifiers. However, it also holds a promise

for supporting also anycast and multicast.

In NUTSS, transport-layer connections are ephemeral and recreated on

demand. In fact, NUTSS acts as network-application framework that ab-

stracts away the lower-layer details and paves way for extensibility as a

NUTSS-capable end-host can negotiate the support for different protocols

(IPsec, TLS, IPv6) using the control plane of NUTSS. The control plane

supports steering of middleboxes; similarly as in DoA, the end-host regis-

ters explicitly to middleboxes that can reside on or off path19. In contrast

to DoA, the “boxes” handle either control and data plane. Control plane

boxes are handled by off-path “p-boxes” that are organized into an over-

lay and can be used to negotiate, for instance, access-control policies. M-

boxes are typically on the path and forward data plane when is has been

19The explicit negotiation between all intermediaries in both DoA and NUTSS
appears somewhat reminiscent to circuit-switched networks
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allowed by p-boxes. As the p-boxes and m-boxes communicate with each

other, they can also support distributed firewalls for the problematic cases

where routes between two end-hosts use asymmetric routes. NUTSS also

suggests the use of STUN to establish direct end-to-end communications

in face of legacy NAT devices.

The crux of the NUTSS architecture is the deployment of the new in-

frastructure. To mitigate this, NUTSS proposes a three phase deploy-

ment plan. In the first stage, public p-boxes are deployed and few end-

host applications employ NUTSS with the NAT traversal capability as

the driving “killer application”. Then individual networks deploy their

own p-boxes and end-hosts learn about their existence via DHCP exten-

sions. Finally, legacy middleboxes are replaced with m-boxes that can also

proxy communications for remaining legacy end-hosts.

2.2 Heterogeneous Addressing

One of the fallacies in distributed computing is to assume that the net-

work is homogeneous [82]. This applies especially to addressing, now

that IPv4 and IPv6 will have to co-exist during the undetermined transi-

tion period to IPv6. Global adoption IPv6 has not been the only suggested

way to deal with heterogeneous addressing as some approaches advocate

replacing of IP addresses with DNS-based names in applications. Few

renegades have embraced heterogeneity instead of homogenization of ap-

plication layer addressing.

2.2.1 Challenges

Heterogeneous addressing as introduced, for instance, by the separation

of IPv4 and IPv6 is problematic for a few reasons. For instance, access

control rules double both at the end-hosts and middleboxes, leaving more

room for human error. IPv4 address literals are easily forgotten in soft-

ware configurations of a site and will be discovered only when the site

transitions completely to IPv6 (or renumbers itself otherwise). Writing of

networking software is more complicated as developers have to deal with

the dual versions for DNS and for the actual data transfers. The develop-

ment is especially hard because the Internet is still in transition phase:

a client may discover IPv6 addresses for a server but it is not guaranteed

that the client-side network is capable of support IPv6 or that the indi-
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vidual service at server supports IPv6. The client can try each compatible

address pair sequentially until it finds a working combination but the user

may have aborted the connection by then due to the additional timeouts.

Thus, developers may be tempted to avoid IPv6 altogether or they have

to employ parallelization for network connections, which further creates

unnecessary traffic to the Internet.

It could be stated that heterogeneous addressing involves a challenge

similar to the multihoming with its multiple addresses. However, hetero-

geneous addressing is even more pervasive at the application layer as de-

velopers as the Sockets API does not insulate applications from different

address formats. Naturally, network application frameworks and other

middleware can be used for insulation but a host of software has already

been written without them.

Finally, it is worth mentioning that the heterogeneity does not only stem

from the introduction of IPv6. For instance, wireless sensor networks

comprise of constrained devices with limited memory, processor and bat-

tery lifetime. In such environments, IP-based stack has been considered

too inefficient and sensor-networking protocols in many of the solutions20.

However, some attempts to assimilate sensor networks with IPv6 have al-

ready emerged [136, 200].

2.2.2 Solutions

While it is possible to implement software agile to accommodate both IP

versions, it appears that a substantial portion of networking software is

still oblivious to IPv6 and address literals are hard coded into software

configurations. Therefore, it can be argued based on existing practices

that agility for different address families is difficult to achieve in the

present TCP/IP architecture. Thus, mono-cultural attempts to unify ad-

dress formats have emerged, for instance with IPv6-mapped [99, p. 10]

addresses as a replacement to IPv4 addresses but have failed [152].

The IETF community has invested a lot of energy for global IPv6 adop-

tion. As a result, a number of different transitioning solutions have been

introduced. To mention a few of such approaches that would facilitate

IPv6 at the application layer, for instance, Teredo has been described

earlier and other tunneling mechanisms, including manually configured

IPv6-over-IPv6 tunnels, 6-to-4 Tunneling Protocol and its extension IPv6

20For instance, the proprietary Z-wave protocol for sensor networks is not based
on TCP/IP
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Rapid Deployment on IPv4 Infrastructures (6RD), Multiprotocol Label

Switching (MPLS) (MPLS)-based tunneling, Network Address Transla-

tion/Protocol Translation (NAT-PT) and its enhancement NAT64. Instead

of iterating through all of these standards, we point the interested reader

to a overview [104, p. 22-47] and here we focus instead on NAT64 as it

has lately received a lot of attention in the IETF.

In NAT64 [23], the client-side host (or its network) supports only IPv6

and server supports only IPv4. To facilitate communications between

these to incompatible address families, the client is located behind a NAT

device supporting the proposed extensions and is using a DNS server (or

proxy) supporting DNS64 [24] extensions. When the client looks up the

address of the server over IPv6 from the DNS, it notes that the server has

only a A record configured and decides to synthesize an AAAA response

based on a special IPv6 prefix and the address of the server. This avoids

the address incompatibility issue and the NAT64 device can translate

IPv6 packets from the client to IPv4 packets towards the server. As other

benefits, this approach introduces IPv6 to the client-side networks, where

NAT deployment typically prevents it, and homogenizes, e.g., client-side

access control lists to IPv6. As a drawback, the approach fails with soft-

ware that employs IPv4 address literals [13, p. 14].

As an alternative to assimilate applications to use IPv6 addresses, NUTSS

architecture as described in the previous section proposes URIs as identi-

fiers in its Sockets API extensions. Others have also proposed DNS-based

identification [79, 55]. One of most recent ones, Name-based Sockets

(NBS) [224] is still somewhat immature, but being standardized in the

IETF. Unlike NUTSS, takes a bit more conservative approach and uses

only the FQDN portion as persistent host identifiers. In a nutshell, NBS

suggest new Sockets API structures that can hold names instead of ad-

dresses and the name resolution occurs inside NBS module, not in the ap-

plication. Thus, NBS offers a solution for homogeneous naming by reusing

the existing DNS namespace.

NBS supports also mobility and multihoming. It defines its own control

plane for mobility management that tries minimize round trips by piggy-

backing it into data-plane packets. This design choice limits it to IPv6

because IPv4 options appear to be dropped by a number of existing fire-

walls [150, p. 339]. Other design constraints exist as well, for example,

modifying of all application to use NBS extensions is not trivial and some

hosts do not have names in the DNS [214, p. 16]. RFC4177 [103, pp.

40



Challenges and Solutions in the TCP/IP Architecture

20, 31] mentions few other constrains with FQDN-based names. Firstly,

services typically employ load balancing by attaching a single FQDN to

multiple addresses that belong to different hosts. This means that the

FQDN does not uniquely identify a single host. Secondly, FQDN-based

identifiers may not survive business mergers or acquisitions as the do-

main name may change21.

In contrast to the attempts to unify applications to use either FQDNs

or IPv6 addresses, the abstract Plutarch [59] architecture embraces het-

erogeneous addressing. Plutarch does not try to modify existing Inter-

net architecture but rather nests network end-hosts and intermediaries

into two abstract entities. The smallest entity is a context that refers

to a set of hosts with homogeneous networking capabilities, such as ad-

dresses, packet formats, transport protocols or a common service for name

look up and storage. As two concrete examples, the context can be a pri-

vate address realm or an autonomous system. Then, an interstitial func-

tion chains two heterogeneous contexts together to enable inter-context

communications. As examples of interstitial functions, uPnP is its real-

ization for private address realms and BGP routing procedures for au-

tonomous systems. The interstitial function translates addresses and

names, transport-layer protocols or even acts as an ALG to modify data

for more suitable formats for, e.g. hand-held devices, according to needs of

the underlying context. While this is nothing new, the novelty of Plutarch

is that proposes a universal programmable API, for end-hosts to chain

contexts with interstitial functions with the ambiguous goal of achieving

communications across heterogeneous networks. The authors present a

sketch of the API for Plutarch but admit it is still a straw-man approach

(as it remains unimplemented).

2.3 Insecure Addressing

Insecure addressing is present at all layers of the network stack. In

this section, we briefly introduce the challenges and number of solutions.

The solutions are categorized to client-side and server-side authentica-

tion, communication privacy and availability. It is worth noting that we

merely scratch the surface; many interesting topics, such as anonymity,

object/data-centric security, intrusion detection and quantum cryptogra-

21While the reuse of FQDN-based identifiers avoid new infrastructure, it could
be further argued FQDNs are domain specific and a host should not preserve its
FQDN it moves to another domain

41



Challenges and Solutions in the TCP/IP Architecture

phy are worth of another dissertation, hence will be out of scope.

2.3.1 Challenges

Insecure addressing is present at the network and link layer in the TCP/IP

architecture. IP addresses, as well as MAC addresses, can be character-

ized that they are forge because typically they typically do not include a

secure verification of the ownership. When the attacker is the same net-

work as the victim, the attacker can change its address to correspond to

the MAC or IP address of the victim host. As an alternative, the look-up

procedures could be intervened. With MAC addresses, the attacker can

also employ ARP spoofing. With IP addresses, the attacker could imper-

sonate as the DHCP server or try to send forged DNS responses. Alter-

natively, applications resorting solely to IP addresses as their only access

control method can be tricked to receive traffic from other IP addresses on

multihoming hosts [214, p. 15, 19] when the underlying host employs so

called weak end system model [39, p. 63].

2.3.2 Solutions

While IPv4 is prone to ARP spoofing, the issue is resolved in IPv6 using

SEcure Neighbor Discovery (SEND) extensions [12]. However, neither

IPv6 or the extensions are largely deployed. As MAC and IPv6 addresses

still remain trivial to forge, they are unideal as authentication tokens

and the problem is pushed up in the networking stack in many scenar-

ios. As transport-layer security are not really deployed in the Internet,

the authentication is usually implemented at the application layer. The

layer where security is implemented defines also the granularity, that is,

application-layer solutions typically enjoy fine-grained granularity than

solutions operating on lower layer.

Instead of modifying individual applications to support security, low-

level solutions can be used to protect entire legacy networks more effi-

ciently, albeit not without trade offs. For instance, IP-based firewalls or

Virtual LAN (VLAN) tagging in routers can be used to isolate networks

from each other. However, they offer little protection against “insider at-

tacks” [31, p. 12-13], i.e, a user can be tricked to install malware on the

underlying computer that bypasses the firewall and further infects the

entire network. In other words, such firewalls offer only topological pro-

tection. This can be challenging with mobile hosts without permanent IP
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addresses and, in practice, it is common to use a VPNs or web proxies to

access firewall protected intranets. Also, another challenge with firewalls

are multihoming sites that can result in asymmetric paths.

Contrary to low-layer security, a benefit of application-layer security is

that the application is aware of security and can convey this information

to the user. Typically, it is also easier for the user to carry the security cre-

dentials, such as passwords, However„ application-layer security inherits

all of the weaknesses of the lower layers. Implementing security redun-

dantly at multiple layers offers more protection but can have a negative

impact on performance.

In practice, a number of factors limit the impact of at attacks against

addresses, at least when the attacker is off the communications path. For

instance, the NAT devices drop new traffic flows arriving to the private

address realm by default. Then, as the identity and location of a host are

coupled, a malign host cannot claim to be the victim host, at least when

it resides in another network than the victim. Source address spoofing

can be difficult achieve as many routers and firewalls drop packets orig-

inating from the incorrect network. However, a compromised router or a

WLAN access point allows man-in-the-middle attacks and the mentioned

measures cannot protect against such on-path attacks.

Client-side Authentication

A client-side host can be authenticated with the server or any of the on-

path middleboxes, such as local wireless access point, router or firewall,

or to a server. Section 2.1.2 also mentioned two research-oriented ap-

proaches, DoA and NUTSS, that supported off-path intermediaries, so

they will not further discussed here.

As MAC-based and IP-address based access control easy to circumvent,

they are fortified with other means. For instance, a host can generate a

private-public key pair and hash the public part of the key along with

some additional parameters to generate a self-certifying IPv6 address.

This technique is called CGA [18] and is employed in IPv6 by SEND [12].

While SEND protects the ownership of an address, it does not prevent a

host from claiming an unreserved address, possibly even belonging to en-

tirely different topology. For instance, such exploitation can be prevented

with Source Address Validation Architecture (SAVA) [241] by verifying

source addresses of egress packets at the varying levels of routers or by

requiring the end-hosts to cryptographically verify the packets they send.
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At home, it is common to employ password-based authentication for

the wireless access point using Wi-Fi Protected Access version 2 (WPA2)-

based security [20]. For organizational and corporate use, a myriad of

protocols exist [21, 159, 189, 43, 3, 14] both for wired and wireless authen-

tication. In such environments, the user is usually directed to web portal

to input user credentials. Further, the authentication may be valid across

valid multiple web-based services if the sites collaborate with Single Sign-

On (SSO). Again, various different schemes to implement SSO exist [206,

90, 216].

Few other techniques could be mentioned as well. In Identity-based

Cryptography (IBC), any publicly-known string, such as email or even

IP address, can be used to represent the user’s public key for signing or

encryption [22]. Most of the complexity of public key management and

certification is hidden into a Trusted Third Party (TTP) service. In con-

trast, purpose-built keys [40] require no infrastructure but are merely

ephemeral identifiers based on public keys that merely assure two com-

municating end-points remain the same throughout communication ses-

sion [144, p. 9]. Widely deployed Trusted Platform Module (TPM) [121]

is designed for storing of sensitive information, such as private keys, on

tamper-proof hardware residing on end-host. This way, applications can

request the hardware for signatures but a compromised software cannot

steal the private key.

Server-side Authentication

TLS [61], and its predecessor, SSL [80], are the de facto way for securing

and authenticating TCP transactions especially in the web. While TLS

supports also client-side authentication, only the server is typically au-

thenticated by the client and some of the methods described in previous

section are used for authenticating clients. TLS authentication is based

on certificates signed by Certificate Authoritys (CAs) in the Public Key

Infrastructure (PKI) hierarchy. Consequently, TLS meets the challenge to

avoid server-side impersonation attacks in an address-independent way,

albeit not offering any remedy to non-persistent or heterogeneous ad-

dressing. Koponen et al [128] have implemented client-side mobility ex-

tensions for OpenSSL, an open-source implementation of SSL/TLS, but

the extensions were not officially adopted to the implementation nor stan-

dardized.

TLS runs on top of TCP. Followed by the TCP handshake, TLS hand-
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shake requires two round trips in the basic case or one round trip when a

connection is resumed, i.e., when the client has cached information on a

previous session22. TLS requires a different port when a service supports

both insecure and TLS-secured communications to avoid man-in-the mid-

dle attacks [61, p. 34]. The application to be modified to use the TLS-

specific APIs instead of Sockets API and in this way, the application is al-

ways aware when the TLS-based security is being utilized. The APIs are

implementation specific and number of implementations exist, including

open-source libraries OpenSSL and GnuTLS.

dTLS [187] offers protection for UDP-based communications. In essence,

it is an adaptation of TLS to the limitations of UDP that does not guaran-

tee packet delivery nor ordering. Therefore, it’s security and addressing

characteristics are the same as with TLS. While the datagram-oriented

nature of UDP does not prevent applications from sustaining address in-

dependent data flows, security is still a concern. Thus, secure extensions

to support mobility in dTLS have been defined [198].

FQDN-based names can be considered as means to authenticate ser-

vices but basic DNS offers little protection particularly against man-in-

the-middle attacks. To fill in this gap, DNSSEC [11] cryptographically

authenticates DNS responses, albeit it does not really assure anything

about the “identity” of the service (which is usually accomplished with

TLS). With support for certificates, DNSSEC has the potential to be used

as a PKI when it is more widely deployed. It is also worth noting that

hosts may also dynamically update their own records in the DNS [230] in

addition to look up and extensions for securing the updates exist [234].

Protection of Communication Content

A malign host can compromise communication by different means. It may

be able to breach the confidentiality of the data by reading the content

of datagrams, modify individual datagrams, forge the originator of the

data or replay recorded datagrams. TLS and Datagram Transport Layer

Security (dTLS) as already described in the previous section offer sup-

port for such security at the application layer, as well as SSH. Finally,

IPsec [117] is network-layer security solution.

In SSH, a server create a private-public key pair for itself and is authen-

ticated using its public key. A client authenticates itself to the server us-

22As a curiosity, Google has incorporated a TLS extension to its Chrome web
browser [142] to permanently fix the round trips to one for Google services and
has promoted also zero round trip extensions [141]
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ing a username-password combination or with a user-specific public key.

Instead of showing entire public keys, SSH prompting employs as fin-

gerprint, i.e., a hash calculated over the public key, for the convenience

of the user. SSH secures communications between the client and server

using symmetric keys that are created using a Diffie-Hellman (DH) key

exchange. Implementations of support at least terminal sessions but typ-

ically also VPN-like tunneling of any kind traffic that has to be set up

manually by the user.

SSH requires a client-side and server-side application to be installed

but does not require any additional infrastructure, which has largely at-

tributed to its wild success. Albeit is has optional DNS records [196] for

storing fingerprints, they are not commonly used and therefore SSH offers

weaker security based on Leap of Faith (LoF) [15, p. 5]. The weakness is

that is prone to man-in-the-middle during the first connection attempt,

during which the client learns and caches the public key corresponding to

the host name and IP address of the server. When no prior key exist or

they key has changed for the server, SSH client prompts and warns the

user. This is a crucial aspect because the user can verify the key of the

server but most importantly protects against further attacks: the middle-

man has to be on the path every time or otherwise will be exposed, thus

inflicting asymmetric cost [15, p. 5] to the attacker.

Besides asymmetric cost, LoF is relies on temporal and spatial separa-

tion [15, p. 3,5]. Temporal separation guarantees only the server remains

invariant but does not guarantee that it was the correct server the first

time. Spatial separation assures that the host is on a specific communi-

cation path. In the case of SSH, this means that public key of the host is

coupled with its host name (or IP address). If this binding changes, the

SSH connection fails. Therefore, it can asserted that security based on

spatial separation as employed by SSH does not really support persistent

addressing. Koponen et al [128] have implemented client-side mobility

extensions for OpenSSH, an open-source implementation of SSH, to recre-

ate new TCP sessions with the server. Unfortunately, the extensions have

not been adopted to the implementation nor standardized. As an alterna-

tive approach, Winstein et al [240] have redesigned SSH from scratch to

sustain mobility for terminal sessions and to support better interactivity

with the user on top of UDP.

IPsec offers network-level protection for data flows. Compared to SSH,

applications are not typically aware when the communication is secured.
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IPsec is based on symmetric key cryptography based on unidirectional

keys that are denoted as Security Associations (SAs). As setting up man-

ual keys can be cumbersome for users, this task is usually automatized

using a key-management protocol that negotiates they keys dynamically

when an application sends traffic matching to a certain Security Policy

(SP).

IKEv2 [67] is typically used as gateway based VPN that does not re-

quire any changes to the server side. The protocol has two phases where

the first phase is DH key exchange that set ups symmetric keys to se-

cure a control plane. The second phase uses the control plane to set up

symmetric keys for the data plane which is a IPsec-based tunnel between

the client and the gateway. Basic IKEv2 does not support end-host mo-

bility or multihoming but Mobile Internet Key Exchange (MobIKE) [66]

extensions fill in this gap for the client side.

The basic version of IKEv2 based on “strong” authentication that essen-

tially requires a separately deployed PKI. To avoid the management over-

head and scalability concerns involved with PKI, so called Better Than

Nothing Security (BTNS) [217, 237] have been standardized. BTNS offers

two methods of operation with their own trade offs. Stand-Alone BTNS

offers a lowest level of protection that can be subverted by a man-in-the-

middle attacker. This method merely guarantees that the other entity

does not change during communications and is based on anonymous en-

cryption [15, p. 4]. As such it is mostly suitable to be used with public

services in the absence of a stronger authentication at the network layer.

Channel-bound BTNS avoids middleman attacks but assumes that the

application layer supports strong authentication, thus making strong au-

thentication unnecessary at the network layer. To communicate the suc-

cess or failure of this authentication to IPsec, a separate API between

the application and IPsec is needed [217, pp. 6-8] to “bind” the security

mechanisms together which is also referred as channel binding. Further,

the same API can be used for fortifying BTNS-based security to introduce

transport-layer specific SAs. This process of connection latching [236] en-

sures fate sharing so that IPsec associations are purged when the corre-

sponding transport-layer connection terminates in order to avoid certain

abuse [179, pp. 342-343]. As the application can prompt the user and

cache information on unauthenticated credentials on behalf of BTNS, this

method can achieve LoF security similar to SSH [217, p. 23],[179, p. 347].
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Prevention of Unwanted Traffic

Unsolicited traffic is a nuisance at many levels of the networking stack. At

the application layer, email spam23 is nuisance that involve directly the

end-users. Traffic flooding using Denial of Service (DoS) or Distributed

Denial of Service (DDoS) [154] does not directly involve the end-users but

is visible to them a degradation of QoS. In this section, we take a brief

glance at few solutions to email spam and DoS prevention.

A recent survey [51] describes a number of spam prevention techniques.

To mention few examples, black listing assumes that email relays are be-

nign by default and email relays end up to the blocking list when they

are reported of sending spam. White listing works exactly in the opposite

way and assumes everyone is untrusted by default. It is common to em-

ploy machine learning techniques, such Bayesian email filtering, either

at email clients or by the email service provider in the case of web-based

email. In greylisting [133], a server receiving email will request the orig-

inator to retry after a while and this is effective as spam relays do not

usually retry.

The spam problem has been analyzed also from an economical perspec-

tive by others. Goodman et al [83] model costs for spam prevention with

human-interactive proofs24 and computational puzzles. The authors pre-

fer the latter method and show that it is not necessary to persist a proof

or a puzzle forever for each email message sent but it merely suffices to

apply it only in the beginning for every Nth message. Finally, Levchenko

et al [115] show that the payment infrastructure is the bottleneck of the

spam value chain and argue that spam could be tackled most efficiently

by political means, i.e, enforcing a payment tier.

DoS attacks can be migrated, for instance, with Packet Level Authentication

(PLA) [53, 140]. PLA introduces a new shim layer between transport

and network layers at end-hosts. When a host sends a packet, the shim

layer signs the packet and attaches a certificate25. This way, PLA-capable

routers can authenticate and authorize the packet based on TTP that cer-

tifies the public keys of the end-hosts. For instance, this facilitates source

address verification and DoS attacks can be prevented by revoking of the

certificate. As such, PLA does not change the addressing model of the In-

ternet in any way but remains compatible with other approaches that, for

23Countermeasures for VoIP spam [51] are out of scope
24Also known as Completely Automated Public Turing test to tell Computers
and Humans Aparts (CAPTCHAs) or Reverse Turing Tests
25Alternatively, the certificate can be omitted from subsequent packets if the
routers cache it
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instance, implement end-host mobility [139, p. 29].

2.4 Deployment Considerations

RFC 5218 [215] characterizes a number of properties of successful proto-

cols. One critical factor is that the early adopters should get the benefits

of using the protocol. As in Mobile IPv4 or IPv6 (MobileIP) and IKEv2,

one way to meet this goal is to employ gateways or proxies that terminate

the client-side connections so that users there is no dependency on server-

side deployment. On the other hand, avoidance of mandatory, additional

infrastructure altogether can also be a recipe for success as it has been

the case for SSH.

It is should also be noted that IETF always mandates a security consid-

erations from the standardized protocols. This is required even when the

target scenario would be trusted – wildly successful protocols can easily

become reused beyond their original purpose [31, p.5].

While full economic analysis is out of scope, it is difficult to escape it en-

tirely in deployment considerations. Regarding to routing scalability, Jen

et al [108, p. 4] argue that cost of deployment is better aligned with the

benefits with core-edge separation because it is the transit networks that

are facing the scalability problem. However, a deployment at the edges

of at least two sites is required even with a core-edge separation to gain

some benefits of the adoption. Then, the only practical difference to core-

edge elimination is that it has to be deployed for all end-hosts of the two

sites. Thus, adoption of a elimination approach can be considered slower

and, as suspected by Jen et al, may arrive too late as routing tables may

exceed a critical threshold. In the context of this dissertation, elimination

approaches will nevertheless be accepted as a viable technical solution for

site renumbering despite of this claim.

Another protocol design consideration is incremental deployment with-

out a flag day. This usually requires backward compatibility on end-hosts,

even with IPv6 stacks which are already considered legacy [153, p. 28].

For realistic deployment of a protocol, the constraints as posed by mid-

dleboxes should be considered in the protocol design. For instance, the

Internet is still ossified by IPv4 [7, p. 206] even though IPv6 is slowly

making some progress26. NATs and firewalls pass only TCP and UDP

26Around the globe, the world IPv6 day was organized for the second time on 6th
of June 2012 to permanently enable IPv6 in the products and services of major
ISPs, home networking equipment manufacturers and web companies
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traffic by default [214, p. 16], and in some cases only HTTP traffic on

top of TCP [184]. They might also allow only one side of the communi-

cations to initiate which further requires NAT penetration procedures in

the case of P2P applications. Some firewalls drop also ICMP messages

and majority of firewalls drop IPv4 options but TCP options are not usu-

ally filtered. Designing protocols that pass IP address literals by default

is a condemned idea due to ubiquitous NATs.

A common misnomer about DNS is that deploying new records to DNS

is difficult because it requires modifications to DNS software. On the

contrary, modern DNS software is actually quite flexible. For instance,

the most popular DNS service implementation, Bind, supports non-native

DNS records types specified in a (hexadecimal) binary format.

2.5 Host Identity Protocol

As most of the collection of articles for this dissertation are based on HIP,

it will be introduced in more detail than the other protocols in this section.

HIP [167] is an approach based on the paradigm of identity-locator split

and the conventional use of HIP classifies it to core-edge elimination cat-

egory. It introduces a cryptographic namespace to identify end-hosts that

is managed by a new shim layer between transport and network layers.

HIP working group has been standardizing the protocol in the IETF

and is in the process of moving the experimental RFCs [157, 158, 112,

138, 137, 163, 162, 124] to the standards track27 during the time of this

writing. In a nutshell, the most important updates were related to im-

proved security to facilitate dynamic negotiation of the employed crypto-

graphic algorithms and to introduce Elliptic Curve Cryptography (ECC)

extensions [183].

2.5.1 Persistent Identifiers

HIP achieves persistent identifiers by introducing a new namespace for

the transport and application layers that is decoupled from the network

layer addresses. The identities are managed by a new logical layer be-

tween transport and network layers28 that manages the bindings between

the identifiers and locators as illustrated in figure XX.

27http://datatracker.ietf.org/wg/hip/charter/
28In RFC 5533 [168, p. 9] terms, HIP is located between IP endpoint sub-layer
and IP routing sub-layer
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XX FIX: stack figure

The new namespace is based on public-key cryptography. According to

HIP terminology [157, p. 5], an abstract identity is referred as a Host

Identity, where as a Host Identifier (HI) refers to concrete representa-

tion format of the corresponding identity, that is, the public key of a host.

The end-host is responsible of creating the public key and corresponding

private key for itself. This way, an HI is self-certifying and statistically

unique.

A HIP-capable host creates two other compressed representations of the

HI as public keys are of variable length and, thus, unsuitable to be used

in fixed-length headers at the HIP control plane and incompatible with

legacy IPv4 or IPv6 applications. The format for the control plane and

IPv6 applications is the same: the host calculates a hash over the HI to

fit it into an IPv6 address and sets a special 28-bit ORCHID prefix [164]

for the generated IPv6 address called Host Identity Tag (HIT). For IPv4

applications, the host assigns locally an IPv4 address, called an Local-

Scope Identifier (LSI), that acts as an alias for the HI29.

A HI and also the corresponding locator can be stored in the DNS [163]

or in any other suitable directory, such as DHT [6, 227]. However, a prac-

tical limitation with the hierarchical DNS is that flat identifiers as em-

ployed by HIP cannot be reverse look upped from the DNS unless some or-

ganization takes responsibility of the entire HIT prefix in the future [182].

As reverse look up is not guaranteed, a legacy application that has cached

a HIT may not be able to connect to it especially when the HIT belongs

to a host located in a different domain. The caching issue can raise from

the use of address literals in configuration files or when the HIT is passed

from host to another in an application-layer protocol as a referral.

Applications assume stable addresses [214, p. 11] as the Sockets API

does not expose the TTL values from DNS to applications. In the absence

of a deployed solution for this, the identifiers as introduced by HIP can

be used to better meet this expectation even in unmodified legacy appli-

cations.

In HIP terminology, the host that first contacts the other (by delivering

a datagram) is called the initiator and the contacted host is called the

responder. In other words, typically the initiator is the client-side host

and the responder is the server-side host. The roles are used by the state

29The LSIs are assigned from the private address blocks but implementers have
been also experimenting with the unassigned 1.0.0.0/8 prefix. See also [179] for
security advice on LSI implementation
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machine of a HIP implementation during the set up phase of the control

plane that is called the base exchange. It is a key exchange procedure

that authenticates the initiator and responder to each other using their

public keys. The exchange consists of four messages during which the

hosts also create symmetric keys to protect the control plane with Hash-

based message authentication codes (HMACs) [223]. The keys can be used

to protect also the data plane and IPsec [112] is typically used as the data-

plane protocol, albeit HIP can also accommodate also others [46, 220].

The base exchange includes also computational puzzle [19], that the ini-

tiator must solve. The responder chooses the difficulty of the puzzle which

allows a responder to delay new incoming initiators according to local poli-

cies. For example, the policy could be to increase puzzle size when the

responder is under heavy load.

Figure XX shows in more detail how HIP works in practice when IPsec

is employed. In this example, the functionality of the HIP layer has been

divided into a DNS proxy and a daemon to manage the HIP control plane.

A client-side legacy application first looks up IPv4 (A) and/or IPv6 (AAAA)

records of a server at the initiator. The DNS request is processed by locally

installed DNS proxy that intercepts the request. In addition to the records

requested by the application, the DNS proxy requests also HI records. To

remain compatible with legacy servers, the proxy returns the records as

they were returned from DNS when no HI records were found. However,

the DNS proxy masks the original requests when the DNS response in-

cluded HI records. To be more precise, the DNS proxy translates a HI

and returns either an LSI or a HIT depending on whether the application

requested A or AAAA records. Then the application delivers data to the

identifiers but this will be intercepted by the IPsec module that blocks the

data and requests HIP daemon has completed the base exchange. Upon

completion, the daemon set ups the symmetric keys for IPsec as nego-

tiated during the exchange. Finally, IPsec unblocks the application data

flow and encapsulates and protects the data flow between the applications

residing at the client and server.

XX FIX: draw bex+dns figure

End-Host Mobility and Multihoming

As the identifiers in HIP are not routable, HIP layer translates them

into routable addresses, or locators, as they are called in the HIP liter-

ature. The translation occurs within a new shim layer located between
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the transport and network layers. As the application and transport layers

are bound to the persistent identifiers, the HIP can dynamically manage

the mappings to the network-layer locators as shown in figure XX. Thus,

HIP layer can manage both end-host mobility and multihoming [162] in a

seamless way. Multihoming is typically employed for fault-tolerance pur-

poses albeit load balancing [180, 88] has been researched as well.

XX FIX: draw a bindings figure (reference: NDSS jukka)

At the application layer, legacy applications assume one address per in-

terface [214, p. 12] despite multihomed devices are commonplace. For

such applications, HIP can be utilized to mask the multiple local ad-

dresses behind a single, surrogate identifier30.

At the lower layers, HIP-based handovers require three messages and

are all protected using an HMAC and public-key signature of the origi-

nating node. First, the mobile node announces its corresponding node of

its new set of locators. Then, the each of the corresponding nodes reply

by sending a message with a nonce (i.e, a random number) to the mobile

node. Finally, the mobile node completes the handover by echoing the

nonce back to the corresponding node. This way, a corresponding nodes

can avoid replay attacks by verifying that the mobile node has the address

it claims to have. This verification procedure is commonly called return

routability test or check which is also implicitly present already in the

base exchange as well.

HIP based handovers have some limitations that are solved with exten-

sions. Unless certain TCP extensions [63, 197] are used to optimize it,

TCP is problematic with disconnectivity periods longer than a few min-

utes because its time-out mechanisms are independent of HIP. In scenar-

ios where supporting double jump is mandatory, two communicating hosts

can lose contact with each other and a rendezvous server [137] may be used

as a contact point as it has always a fixed IP address. The rendezvous

server relays only the first control message and the communicating end-

hosts communicate directly with each other after this.

Site Renumbering

During a site renumbering, the multihoming capabilities of HIP can fa-

cilitate a more seamless transition. HIP can be suitable solution for site

renumbering because it provides persistent identifiers for the hosts within

a site. During business mergers, the identifiers can be hard-coded literals

30Naturally, this assumption holds only if the underlying host offers only a single
identifier for the applications
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forgotten in various software configurations even when the domain name

of a site changes during the merger. As another site renumber use case,

the site can merely change its ISP. With a publicly addressable site, the

identifiers persist change while the underlying locators change. A site em-

ploying a private address realm for its locators in addition to HIP can have

the benefit of a aggregatable address space without limiting its connectiv-

ity because HIP provides NAT traversal capabilities with its persistent

identifiers.

When a site changes its ISP, the HIs can have a long TTL in the DNS

records. For publicly reachable locators, DNS caching issues can be avoided

by two alternative means. Either the TTL should be short or the locators

of rendezvous servers can be employed as they can have a long TTL value

in the DNS. To avoid readdressing of the rendezvous server itself during

the change of the ISP, such servers should have locators external to the

site.

Internet Transparency

As an HIs and HITs are statistically unique, they can be used to distin-

guish and identify end-hosts in overlapping private address realms. Thus,

HIP can be used to restore end-to-end connectivity in the Internet. How-

ever, IPv4-based NATs introduce two additional challenges. Firstly, they

typically block all other protocols than TCP, UDP and ICMP. This issue is

trivially resolved by encapsulating HIP and IPsec traffic to UDP. Secondly,

NATs have introduced asymmetric reachability as they can block all new

incoming data flows, including the HIP base exchange even though it

would be UDP encapsulated. As rendezvous servers have public addresses,

they could be used to penetrate NATs but unfortunately this fails espe-

cially when both of the communicating end-host are located in different

private address realms. For such scenarios, either Teredo can be com-

bined with HIP [228, p. 114] or the native extensions for HIP [124] can

be utilized. Besides NAT penetration procedures, the latter alternative

includes also relay extensions that guarantee relaying of the control, data

plane or both, in scenarios involving NATs resistant to peer-to-peer com-

munications [207, 87].

2.5.2 Heterogenous Addressing

The LSIs and HITs facilitate IPv6 interoperability at the application layer [245,

p. 3],[94, p. 15] as one end-point of a communication can use an LSI and
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the other end-point a HIT. IPv6 interoperability is also supported at the

network layer because the mobility and multihoming mechanism support

cross-family handovers [113, 229]. Thus, it can stated that HIP supports

heterogeneous addressing especially for end-hosts.

Due to the introduction of IPv6, access control lists double in network

equipment such as in firewalls. This can be avoided in HIP-aware mid-

dleboxes, including firewalls and also rendezvous and relay servers, by

enforcing homogenized identifier types. For instance, a HIT can be used

to identify a host independently of whether the network-level connectiv-

ity is based on IPv4 or IPv6. Thus, the management of these middleboxes

may be simplified when resorting to single type of identifier such as HITs,

again accommodating heterogeneous addressing.

2.5.3 Secure Addressing

The base exchange authenticates two hosts to each other with their public

keys and implicitly tests for return routability. The public keys of the two

hosts are present also in the application layer in a compressed format as

HITs. This way, application layer security can be bound to lower layer

security to support implicit channel bindings [95, p. 12]. In other words,

the data flow of the application shares faith with underlying public key

based authentication: the data will either be delivered to the destination

host possessing the private key or the data delivery fails.

As HIP does not necessitate modifications to legacy applications, it im-

proves connection security in general for them as data plane is typically

protected by IPsec. Some applications or services implement access con-

trol based on IP addresses. For this class of applications, the user or ap-

plication can gain more confidence on the security level by populating the

access control list with HITs (or LSIs) instead of routable IP addresses.

However, other legacy applications may not improved in this implicit way

and the user may not be aware when HIP-based security takes place [179,

p. 13], thus the application may have to modified to become aware of

HIP31. This way, the application can involve the user in the decision to ap-

prove communications32 who can verify the other party out of band [179,

p. 16].

A native API for HIP [123] makes the channel bindings more explicit to

modified applications that can explicitly request the DNS resolver to re-

31Publication II implements an API for HIP
32Publication VI fulfills this albeit without modifications to legacy applications
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turn HITs and for the application to manually configure HIT-to-IP map-

pings. The specification also defines an explicit way to use the HIP op-

portunistic mode that facilitates LoF-based security for HIP where the

initiator triggers the base exchange without prior knowledge of the iden-

tifier of the responder and the initiator learns the identifier during the

base exchange. As the use of the opportunistic mode implies weaker se-

curity level, the API requires explicit consent from the application to use

it.

The opportunistic mode does not meet the requirements for the per-

sistent identifiers as the base exchange is triggered solely based on the

topologically-dependent address of the responder. Thus, this fails to achieve

the goal of Internet transparency for persistent addressing and is prob-

lematic when the responder is mobile – a rendezvous server could be uti-

lized to remedy the situation but this would effectively render the oppor-

tunistic mode into a HIP-level anycast33. Nevertheless, the mode can be

useful, for instance, with publicly-reachable services with stable IP ad-

dresses when the extra interaction with DNS is to be avoided34.

When HIP records are stored in DNS, the DNS responses can be forged

by a man-in-the-middle attacker in the absence of DNSSEC. Thus, the

DNS can be the weakest link for HIP-based security even when oppor-

tunistic mode is not employed. As another weakness, advances in crypt-

analysis may also discover problems with certain algorithms used by HIP.

This means that HIs generated with the compromised algorithms need to

be regenerated and replaced with new HIs, meaning that even persistent

identifiers as employed by HIP have a limited life span35.

Deployment Considerations

In the context of site renumbering, a benefit of protocols based on core-

edge separation is that the number of nodes have to be upgraded is con-

strained as the protocol needs to be deployed to only edge routers. In

contrast, core-edge elimination approaches require more upgrades as the

number of end-hosts wildly surpasses the number of routers. Thus, the re-

searchers have proposed a number of proxy based deployment models for

HIP [192, 105, 247, 96, 151, 165]. However, the various proposals will not

be detailed here as the focus in this dissertation is on the standardized,

33HIP-based multicast has been studied by others [201, 250]
34Depending on the implementation model, e.g., installation of the DNS proxy
at the client side or configure the DNS records for servers
35This is the reason why HIPv2 will be more agile in negotiation the used algo-
rithms
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elimination-based approach for HIP.

To operate HIP in the elimination approach, software has to deployed

both at the client and server-side hosts [94]. The most essential compo-

nent is the management software for the control plane36. Assuming the

deployment scenario involves protection of application traffic, the data

plane needs to be managed somehow – typically, HIP implementations

employ an optimized mode of IPsec, called the BEET mode [111], which

is supported natively only by the Linux networking stack for the time be-

ing37. To support HI resolution for legacy applications via DNS, either the

libraries supporting DNS requests can be modified to support HIP or a lo-

cal DNS proxy can be installed on the end-host as described earlier in the

example of section 2.5.1. Optionally, a relay server can be deployed both

at the client and server side unless, e.g., Teredo is used for NAT traversal.

Also, both relay and rendezvous extensions can be deployed in scenarios

involving double jump. It is also worth mentioning that routers, switches,

NATs, existing firewalls, VPNs and the most popular DNS server software

do not require any changes to accommodate HIP.

HIP itself has been researched extensively and explored in the context

of specific deployment scenarios, including in environments involving con-

strained devices [120, 161, 225], SIP [131, 45] and cellular [93] networks,

and also in cloud networking [125]. Its principles have been reused in a

number of other network research architectures [79, 76, 26]. For com-

mercial purposes, HIP has been adopted in few known cases. At the

Boeing airplane factory in Seattle, HIP secures connectivity for mobile

robots [171]. HIP has also been used to implement a layer-two VPN [96]

in a product called Tofino.

2.6 Summary and Comparison

The earlier sections in this chapter described individual protocols under

certain category despite the protocols might fit multiple categories. This

section gives an overview of the challenges and the solutions for consoli-

dated naming for easier comparison.

In general, the results are presented in tables where a tick mark labels

36Regarding code complexity, the size of a HIP implementation can be half of
the size of the corresponding MobileIP implementation with IKE-based secu-
rity [244, p. 162]
37Userspace IPsec implementations for Windows and separate support for
FreeBSD do exist, though
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a protocol fulfills the property without any doubt, where as parentheses

are used when the property is fulfilled conditionally or when the property

is optional. The qualities of the protocols are obtained from the litera-

ture references but their arrangement as a taxonomy as described in this

dissertation is novel.

To keep this summary short, we omit the protocols that do not support

all the four properties for persistent identifiers: end-host mobility, multi-

homing, site renumbering and Internet transparency. Here we exemplify

some of the missing properties albeit the list missing properties is not

complete. Mobile IP, i3, LISP, Evolution and GSE are excluded because

they not improve transparency. This is also missing from M-FARA, SCTP,

MPTCP, TLS, dTLS, SSH and IKEv2 in addition to renumbering. DoA

does not specify mobility and multihoming support as it focuses on inter-

actions with middleboxes. Similarly, PCP, uPnP, ICE38 and Teredo are

not tailored for mobility, multihoming and site renumbering purposes.

In addition, SHIM6, NBS, 4+4 and Plutarch do not completely survive

site renumbering as they do not provide static identifiers for applications

that cache or hard code them into their configurations. Finally, NAT64,

DNSSEC and PLA are essentially tools for IPv6 interoperability or secu-

rity purposes39 and do not possess any of the four properties.

The exclusion leaves us with five protocols with persistent identifiers,

ILNPv6, LIN6, BTMM, NUTSS and HIP. Their other properties will be

compared in the remainder of this section.

Table 2.1 shows how the five protocols accommodate heterogeneous ad-

dressing. Legacy application support is divided into three capabilities.

The first two consist of rudimentary support for IPv4 or IPv6 addresses.

The third one refers to more advanced IPv4-IPv6 interoperability, that is,

whether the protocol supports an IPv4 application to communicate with

an IPv6 application and vice versa. Next, the protocol may be associ-

ated with an API for protocol-aware, or “native”, applications that offer

relief for the heterogeneous addressing simply by introducing a new ho-

mogeneous identifier. Finally, network-layer compatibility in IPv4 or IPv6

networks is displayed in the last two columns40.

Table 2.2 summarizes benign mechanisms to support security. The first

38At the time of this writing, mobility for ICE [239] has been proposed but not
yet officially adopted in the IETF
39Of course, it is possible to combine different protocols to combine their benefits
as is the case with Back to My Mac (BTMM)
40Compatibility of BTMM in IPv6-only networks was not documented [56].
Hence, we tried it in July 2012 and it failed to work for no apparent reason
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Networking Legacy application support Native Network layer
protocol IPv4 IPv6 v4-v6 interop. new id IPv4 IPv6
ILNPv6 (X) X X (X) X
LIN6 X X
BTMM (X) X
NUTSS X X X X X
HIP X X X (X) X X

Table 2.1. Capabilities to facilitate heterogeneous addressing in the protocols

column names the protocol in question. The following column refers to a

protocol where the client authenticates itself to the server and correspond-

ingly the next column refers to the server authenticating to the server.

Here, authentication refers to authentication based on pre-shared secrets

(including passwords), public keys or certificates. The final column la-

beled with confidentiality refers to data-plane encryption and availability

to the support prevention unwanted traffic (at least not non-distributed).

Again, as a baseline, it should be noted that unmodified TCP/IP does have

any of the properties enlisted in the first row.

Protocol Client auth Server auth Confidentiality Availability
ILNPv6 (X) (X) (X)
LIN6 X
BTMM X X
NUTSS (X) (X) (X) (X)
HIP X X X X

Table 2.2. Secure-related properties of the five protocols

Table 2.3 summarizes the different namespace properties of the five pro-

tocols when they are used in the context of existing IP-based Internet.

After the protocol column, the next column describes whether the pro-

tocol is semantically based on a separate, disjoint namespace from the

IPv4 or IPv6 address spaces or it is overlapping from the view point of the

application layer. The following column describes whether the address

space is structured, i.e, based on aggregatable or hierarchical identifiers,

or if the address space is unstructured. The last column signifies whether

the identifiers are assigned centrally or in a distributed fashion; modi-

fied Extended Unique Identifier (EUI)-64 [99, p. 8] addresses are based

on centrally assigned MAC addresses and also URIs [33] require central

assignment, where as ORCHID [164] and ULA [100] type of identifiers

are self assigned and, hence, statistically unique. As a base line, unmodi-

fied IPv4/IPv6 addresses are typically structured and centrally assigned,

and they are also overlapping because a routable IP address couples the

roles of an identifier and locator. In general, it should be noted that un-
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structured namespaces are subject to referral issues when the underlying

name resolution infrastructure supports only structured look ups.

Protocol Disjoint Structured Assignment
ILNPv6 X X EUI-64
LIN6 X X EUI-64
BTMM X X ULA
NUTSS X X URI
HIP X ORCHID

Table 2.3. Technical characteristics of the identifiers in the different protocols

Table 2.4 summarizes the design of the five protocols in general. After

the protocol column, the position of the logical layer of the protocol in the

TCP/IP stack is identified: in practice, layer 4.5 implies typically a sock-

ets interposition library (or an application overlay) located between the

application and network layers (to support legacy applications), layer 3.5

a new logical (and address translating) layer between transport and net-

work layers, and layer 3 solutions are typically involved with ARP or IPv6

duplicate address detection. The next column describes the deployment

model: symmetric middlebox deployment at both ends (core-edge elim-

ination) or symmetric end-host deployment (core-edge separation). The

following column specifies whether the protocol stores state information

on the identity-locator bindings in datagrams (tunneling) or as an extra

state at hosts (translation). After this, the next column denotes a proto-

col that requires changes only at either the client or server side, but not

both, thus typically implying an intermediate proxy or gateway. Finally,

the last column indicates if the protocol depends on new infrastructure,

such as protocol-specific proxies or name look up servers.

Protocol Layer Design type Data plane 1-side Infra
LIN6 3.5 Elimination Translation X
ILNPv6 3 Elimination Tunneling (X)
BTMM 3.5 Elimination Tunneling X
NUTSS 4.5 Elimination Translation X
HIP 3.5 Elimination Tunneling (X) (X)

Table 2.4. Summary of some of the technical design choices related to deployment

It is worth noting few dependencies in table 2.4. The last two columns

depend on each other, i.e., a proxy-based deployment requires infrastruc-

ture, albeit the reverse is not necessarily true. Also, core-edge separation

results in incomplete Internet transparency as the end-hosts cannot ad-

dress routers directly41.
41Thus, all protocols are based on elimination as non-transparent protocols were
excluded from this summary
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The five protocols have their own trade offs when deployment is consid-

ered. For example, NUTSS is heavily reliant on infrastructure albeit it

can support off-the-path services by introducing this dependency. Sim-

ilarly, LIN6 introduces its own infrastructure for identity-locator map-

pings even though its generalized identifiers survive well site renumber-

ing events. In contrast, ILNPv6 reuses DNS to store the mappings and

also to deal with the simultaneous host movement, i.e. double jump, al-

beit this requires DNS servers to be upgraded to support secure dynamic

DNS updates. As a drawback, ILNPv642 splits an IPv6 address into iden-

tifier and locator formats in a way that exposes the possibly stale locator

portion to the application which is problematic with legacy applications

caching addresses during site renumbering. Hence, legacy applications

should be ported to use the FQDN-based API for ILNPv6. BTMM is a

very complete protocol albeit it is still vendor-specific technology. It in-

herits a weakness from its use of uPnP as it does not work with multiple

cascading NATs. Finally, HIP is similar to BTMM except that it is based

on a single, unified protocol rather than a collection. In contrast to BTMM,

it introduces secure identifiers (HITs) that can be used for authentication

in access-control lists of applications and middleboxes. The trade off here

is that its flat, self-assigned HITs introduce referral issues that are prob-

lematic for reverse resolution, i.e, when mapping a HIT back to FQDN or

routable IP address. While the existing IPv4 is also tainted by referral is-

sues due to private address realms and missing records to achieve reverse

resolution, HIP can remain architecturally clean if an organization takes

the responsibility of managing the entire IPv6 prefix assigned for HIP.

To conclude, this chapter has introduced a taxonomy for consolidated

namespace and described a number of solutions that fit one or more of

the categories. Based on the fulfilled challenges for persistent addressing,

capabilities to facilitate heterogeneous addressing in table 2.2 and the

improved security characteristics in table 2.2, HIP appears as a decent

match for a consolidated namespace. While the contributions of the indi-

vidual publications to improve HIP to better meet the challenges have

been prematurely mentioned in this section, the following chapter ex-

plains the contributions in more detail.

42ILNPv4 employs IPv4 options and ICMPv4 that are blocked by many firewalls
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3. A Consolidated Namespace for
Network Applications, Developers,
Administrators and Users

In this chapter, we summarize contributions of the individual publica-

tions related to consolidated name spaces at a high level. First, we make

a reality check to understand the real state of network applications and

verify some of the challenges in section 3.1. Next, we analyze how well

HIP meets the challenges of a consolidated namespace in section 3.2 – es-

pecially from the view point of a developer – based on the contributions of

the publications. Then, we view the impact of HIP to end-users in section

3.3 and continue with a deployment perspective that concerns especially

network administrators in section 3.4. Finally, we summarize the contri-

butions in section 3.5 and suggest future work items in section 3.6.

3.1 Revisiting the Challenges for Network Applications

Publication I characterizes the network applications and frameworks in

Ubuntu Linux. The goal of this investigation was to understand how

open-source network applications utilize the low-level Sockets and POSIX

APIs directly or indirectly, and how applications employ security. As the

number of C-based software packages using the low-level APIs was rel-

ative high (710), they were analyzed only statistically, and four example

application frameworks were inspected manually. We investigated chal-

lenges related to IPv6, the use of UDP, TLS/SSL-based security and the

use of a number of extensions for the Sockets API. In this section, we

highlight some key issues related persistent, heterogeneous and secure

addressing in the low-level networking APIs based our findings. It is

worth noting that the revisiting all aspects for consolidated addressing is

impossible within a single publication and, thus, we admit to have merely

touched the tip of an iceberg.

As IPv4 address space has been nearly exhausted, IPv6 has become
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more important. This means that network applications have to be modi-

fied to support IPv6 addresses. In the investigation, the number of appli-

cations supporting both IPv4 and IPv6 was 26.9%. To support IPv6, both

client and server-based applications have to support the two different ad-

dress families for both name look up from DNS and network I/O. Such

use of heterogeneous addressing increases complexity in all applications.

IPv6-mapped IPv4 addresses do not really solve the issue of heterogeneity

because they do not work with all sockets API functions and are actually

considered harmful when they leak on the wire [152, pp. 1-4].

To avoid complexity with the Sockets API, certain applications employ

network application frameworks to hide the low-level networking details.

Therefore, we also investigated the use of the low-level networking in four

frameworks: java.net for java-based applications, Twisted for Python-

based software and, Boost and ACE for C++ applications. We discovered

an issue with non-persistent use of addresses in all of the frameworks,

a problem tainting many of the non-framework applications as well. To

be more exact, the problem occurs only in the context of UDP with hosts

equipped with multiple addresses. The UDP multihoming problem oc-

curs when a server-based application receives a UDP-based message from

a client and responds back without specifying the source address explic-

itly. Ignoring the source address may result in the underlying network-

ing stack choosing a wrong source address at the server and the client

dropping the message as it appears to originate from an entirely different

server. As many of the commodity devices of today ranging from hand-

held devices to rack servers are multihoming capable, the impact of the

problem should not be ignored. It is worth mentioning that similar prob-

lems are also being addressed at the Multiple Interfaces (MIF) working

group at the IETF at a broader scope [36, 233].

While the UDP multihoming issue can be directly solved by fixing the

issue in the application, this problem could also be worked around with

multihoming extensions that introduce only a single identifier to the ap-

plication1. Some of these extensions support also TCP and allow address

changes throughout the lifetime of transport-layer sessions – a vanilla

TCP connection cannot survive an address change during communica-

tions because it is tightly bound to the IP addresses. UDP is more tolerant

against such failures by its disconnected nature but would still require ad-

ditional application-specific logic to facilitate decouple the data flows from

1This applies also to weak end system model mentioned in the previous section
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the addresses in a secure way.

To support persistent connectivity for multihoming, e.g., SCTP, MPTCP,

SHIM6, HIP, MobileIP or MobIKE can be used. However, SCTP requires

some changes in the application and has been adopted only by few appli-

cations in Ubuntu Linux. With the exception of MobIKE2, the remaining

three protocols were not yet adopted in vanilla Ubuntu and all four would

have been difficult to trace due to their transparency at the application

layer.

The most popular TLS/SSL implementation was OpenSSL that was used

in 10.9% of the applications. Here, we highlight two security-related as-

pects with its use. Firstly, the initialization procedures were neglected

in many of the applications. For example, the Pseudo-Random Number

Generator (PRNG) was seeded properly only in 58.4% of the C-based ap-

plications utilizing OpenSSL and in two out of four frameworks. Secondly,

setting of the security-related options was popular (53.3%). For instance,

20.1% of the applications explicitly allowed downgrade from TLSv1 to an

older version of the protocol, SSLv3. While supporting such backward

compatibility during transition periods is beneficial for the end-users, this

opens a question why the applications have to deal with such problems in

general. In the ideal case, such complexity should be automatically and

transparently handled inside the library implementing the security. This

lesson applies also to other security protocols with explicit APIs, including

HIP [122].

3.2 HIP as a Consolidated Namespace for Network Applications

TLS/SSL had been embraced by the developers, perhaps partly due to its

visibility to the applications, and it was only natural to try to repeat its

success with HIP. In Publication II, we designed and implemented na-

tive APIs for HIP-aware applications. The API implementation required

changes both in the system resolver and in the Linux kernel. We in-

tegrated the APIs with an example proof-of-concept application and ex-

tended the host-specific security model of HIP to allow user or application-

specific identities; similar trends appeared later in the Unmanaged Inter-

net Architecture (UIA) [77, 76] architecture.

The native API for HIP meets the criteria for consolidated addressing

2Strongswan-ikev2 package had 3582 installations (with rank of 16804) in
Ubuntu popularity contest in January 2012
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quite well. For persistence, the API uses the location-independent identi-

ties of HIP. From the view point of security, HIs are secure by their nature

and the API extends the HI concept to application or user-specific identi-

ties. While the legacy APIs for HIP accommodate heterogeneous address-

ing with LSIs and HITs, the native API relies on homogenized identifiers

called end-point identifiers. Such an identifier hides the different forms of

HIs – LSIs, HITs and also application-specified HIs. The end-point iden-

tifier resembles a file or socket descriptor, and thus serves as an indirect,

local reference to the corresponding HI. In the API, applications manage

mappings from the descriptors to HIs either directly or indirectly using

the DNS resolver.

While the descriptors certainly introduced some amount of complexity,

they were a useful utility in organizing variable-sized HIs into Sockets

API structures with a fixed maximum length. Unfortunately, the some-

what “unorthodox” concept of the end-point identifier did not make it to

the final RFC [123] due to lack of consensus in the IETF. Instead of the

syntactically homogeneous identifiers, the RFC version specifies different

tokens for early binding with HITs and for late binding. The former refers

to HIs discovered from, e.g., from DNS where as the latter refers to special

“wildcards” or, to be more precise, client-side macros to handle outgoing

data flows based on the opportunistic mode and server-side macros to ac-

cept incoming data flows from unspecified clients.

The native API for HIP provides a cleaner way for applications to control

the use of LoF than the transparent way employed in Publication V and,

in fact, later research verifies that a separate monitoring API should be

available when LoF is implemented independently of the application [179,

p. 353].

While applications ported to use the native HIP API can directly interact

with the user to inform about the security being employed, this leaves a

vast number of legacy applications without such support. In Publication

VI, we implemented a graphical firewall to manage and approve HIP-

based data flows directly from the end-user. While prototype was far from

complete, the experiment was a success in the sense that HIP could be

used without any changes to the application layer while improving visi-

bility of HIP to the user.

We conducted usability tests with the graphical interface for HIP to un-

derstand how users perceive use of HIP with varying levels of visibility

in the context of web. In general, the users perceived the interface rea-
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sonably well considering the maturity of the prototype. The experiment

included usability tests with HITs that were visible to the application and

also based on the transparent LoF implementation. In retrospect, the im-

plemented graphical interface improved LoF security for HIP because a

later security analysis from Pham et al. [179, p. 352] asserts that user in-

teraction in LoF security is critical in HIP. Further, the authors state that

the credentials (i.e., the binding from the FQDN to HI in this case) of the

server should be stored permanently and its deletion should be left only

for expert users. Our user interface met the former criteria but relaxed

the latter as the deletion did not require special privileges.

To protect application-layer services with HIs in address-family agnos-

tic and secure way, Publication IV experiments with a middlebox-based

firewall that can filter HIP control and data plane. Basically, the firewall

tracks persistent HIs instead of ephemeral IP addresses of mobile end-

hosts, thus supporting access control for services using HIs. Compared to

traditional firewalls, a limitation of the solution is that is does not inspect

the traffic at the granularity of port numbers at the server side unless the

end-hosts employ an unencrypted data plane. As described in the publica-

tion, this could be mitigated with service-specific identifiers when a single

server host is offering multiple services.

Similarly as in the native API, the HIP-based firewall can be entirely

managed homogeneously identifiers that hide details of the underlying

network topology and the IP version. Also, the HITs could be used to

define more fine-grained policies at the network layer than with VPNs to

protect against attacks originating inside from the company; as the HIP

firewall policies are based on lists of individual end-hosts (rather than

network prefixes), it may be easier to exclude individual hosts out.

Publication III further continued the exploration of mitigation of un-

wanted traffic but this time focusing on service side. The use case here is

mitigation of unwanted traffic in the form of email spam which continues

to thrive especially considering that sending spam is cheap as spammers

maximize their profits by maximizing spam rates [115, p. 4]. As our pro-

posed solution, we modified an open-source email spam filter to throttle

the spam rate with the computational puzzles of HIP. HIP also provides

authenticated identifiers that can be easily used for access control but we

realized soon that malign hosts could circumvent the access control with

short-lived identifiers. As a resolution, we proposed extra application-

layer logic to favor benign hosts with long-lived identifiers and penalize
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possibly malign hosts with short-lived identifiers3. Thus, extending the

life time of the identifiers was aligned with the goal of supporting persis-

tent identifiers in HIP. Also, our work with computational puzzles comple-

ments other research on HIP puzzles [219, 30] and may be considered a

more concrete realization of more theoretical work by Goodman et al. [83].

3.3 Impact of HIP to End-users

Publication VI analyzed how end-users perceive security indicators con-

sisting of visual and textual cues. The indicators were implemented for

the HIP-based management and prompting user interface, HIP aware

web browser and a test website. The indicators (or their absence) in these

software modules visualized the communications based on plain IP, nor-

mal HIP, opportunistic HIP (as presented in Publication V), SSL over IP,

and SSL over normal HIP.

The usability tests revealed that the management interface for HIP

connectivity was rather unpolished. Unsurprisingly, we observed that

users did not even want to see long and lengthy HITs but rather human-

readable names. For a relatively new protocol such as HIP, users pre-

ferred familiar security indicators for web browsers, including lock sym-

bols and colored address bars.

It appeared irrelevant for the users to see the difference how the se-

curity was implemented, whether it was normal HIP, TLS/SSL or both.

They also did not perceive any noticeable difference between normal and

opportunistic HIP even though the latter effectively disabled the security

indicators in the browser because the opportunistic mode implementation

shimmed the presence of identifiers from the application. However, this

phenomena could be explained by the presence of the user interface that

prompted for new HIP based connections.

We witnessed the recurring fact that security can easily go unnoticed

by the users. This applied to the absence and presence of security indica-

tors; users did not report the absence of indicators when connecting to an

unsafe site, nor did they report the presence of the indicators when they

were not prompted as the HIT of the server was already in the cached

by the user interface. Nevertheless, the users ranked security levels cor-

rectly; connections intended to be secure were ranked clearly more secure

3Undoubtedly, many of the hosts of a botnet can belong to benevolent users.
However, perhaps throttling of such hosts can eventually reveal that they are
compromised so that they can be acted upon
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than insecure ones.

Publication II introduced user-specific identifiers. The idea was that

users could transfer the identity from a device to another and the HIP

software module would then import the identity. Thus, a HI became a

portable user identity.

It should be noted that the approach had its limitations; on-the-fly ses-

sion migration was not supported as it would have required transfer-

ring of the transport-layer state as well 4. As another limitation, the

user-specific identifiers could be imported from any media, including USB

memories or disks but importing of user identity to a host involves at

least two security risks as mentioned in the publication. On a multi-user

machine, the same identity could be used by other users, depending on

the security granularity of HIP implementation. On a compromised host,

the private key part of the identity could be replicated by the intruder.

While the multi-user issue could be solved with fine-grained access con-

trol mechanisms, the other issue is more difficult to mitigate especially

when the intruder has administrative privileges. The escalation of the

situation could be contained by employing a smart card that would se-

curely store the private key and sign data upon requests. At least, this

would prevent compromising of the private key.

As outlined in Publication IV, the middle-box firewall could be deployed

in WLAN access points to support passwordless authentication for end-

users. However, the problem of distributing the keys from the users to the

administrators is still present independently of the deployment scenario.

As a solution, we suggested the EasyVPN [32] approach that bootstraps

IPsec-based VPNs using TLS and web services.

3.4 Deployment Aspects

Any new protocol, whether it be research or industry originated, is sub-

ject to the scrutiny of realistic deployment scenario. In Publication I, we

discuss the deployment of HIP and other related protocols from the view

point of their APIs. While the findings lack longitudinal analysis, the

adoption of certain API trends in the latest Ubuntu Long-Term Support

(Ubuntu) (LTS) were apparent.

The deployment of IPv6 at the application space was relatively small

4It should be noted that session delegation with HIP has been further analyzed
by others [98]
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as only a quarter of the applications supported it. Partially, this could

be explained by the fact that the analysis included also less popular ap-

plications with perhaps inactive code maintenance. However, it can be

also speculated that the lack of IPv6 support may originate from appli-

cation developers that endorse homogeneous APIs by clinging into IPv4.

As explained earlier in section 3.2, management of IPv6 introduces extra

complexity to manage the network connections of applications.

OpenSSL was used by 10.9% percent of the software even through it re-

quires pervasive changes in the networking logic of the application. Other

protocols requiring more modest changes were not so popular; SCTP and

Datagram Congestion Control Protocol (DCCP) were used only by few ap-

plications. While the kernel and Sockets API changes for these two pro-

tocols are present in modern Linux systems, it appears that library-based

solutions, such as OpenSSL, are more welcomed by application develop-

ers. Thus, it could be argued that also the native APIs for HIP will not be

adopted rapidly as it is based on the Sockets API rather than a library.

Roughly two out of five applications were setting socket options. Based

their popularity, it could argued that API extensions based only on them

might have better chances for adoption due to their familiarity with devel-

opers. Examples of protocols employing such extensions are MPTCP [195,

pp. 8-12], shared multihoming extensions for SHIM6 and HIP [122]. In

contrast, native APIs for HIP [123] may experience slower adoption be-

cause the extensions are tightly bound to the new and yet unpopular DNS

resolver.

According to the coarse-grained estimates, it appeared that roughly two

thirds of the applications were selecting IPv4 source addresses explicitly.

Assuming IPv6 will be more widely deployed, one could assume a similar

ratio for the adoption of IPv6 source address selection. As described ear-

lier in section 3.2, proper source address selection is important also in the

context of HIP-based firewalls; ignoring the selection may result in the

networking stack to choose a source HIT that will be filtered by the fire-

wall at the middle. If not the firewall, the server-side application may be

the source of a failed connectivity; the UDP multihoming bug as described

in section 3.1 applies equally to legacy applications when the underlying

host provides multiple HITs to the applications.

RFC5887 [49, p. 34] lists a number of potential sources of IPv4 address

literals and refers to another study [204] that lists potential address de-

pendencies in 34 out of 257 RFC protocol specifications. Based on empir-
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ical study of an IPv6-only testbed, Arkko et al [13, p. 14] described that

some network software use IPv4 address literals instead relying on DNS-

based names. In contrast, we did not observe such addresses as described

in Publication II. However, this may have occurred because our investiga-

tion was limited to a static code analysis (instead of run-time one or traffic

analysis) and we also excluded configuration files.

As a specific use case study of referrals, we experimented empirically

with FTP in Publication II. This particular case did not appear problem-

atic in practice because FTP typically passes addresses as “callbacks” be-

tween a client and a server, meaning that addresses are mirrored between

a pair of hosts. This is not a problem unless the FTP server redirects to

another server based on the IP address. In such a case, a HIP-aware ap-

plication and application-layer protocol would be required to pass also the

IP address to the other host.

While RFC 5218 [215] does not consider adoption issues specifically in

the context of APIs, the native API for HIP in Publication II were designed

to maximize familiarity for developers; the API included a simple resolver

option to enforce the returning of HITs from DNS resolution, in addition

to defining extra APIs for more pervasive use. It is also worth mention-

ing that the extensions for user-specific identifiers in the API were also

designed to be compatible with standardized HIP to make their adoption

more seamless. Yet, the native API may have a rocky adoption road in

front of it as even its minimal use depends on the unpopular resolver.

In general, it would be easier to deploy HIP along with a new system

such as P2P-SIP [109, p. 77],[45] that perhaps even already has been

adapted to it [47]. Similarly to this, Publication III proposed a use case

for HIP where its deployment was limited to server side. More specifi-

cally, HIP was deployed only on Simple Mail Transfer Protocol (SMTP)

servers because the number of client-side hosts clearly outnumber the

SMTP servers. Instead of end-to-end use, HIP was used here in a point-

to-point fashion due to the nature of the SMTP service. In order for early

adopters to obtain the benefits, the publication advised to introduce more

delay for HIP-incapable servers as an adoption incentive. This could facil-

itate incremental deployment as the deployment of HIP would not require

a flag day.

Publication III also clarified that the DNS-related changes are back-

wards compatible. HIP has new records in the DNS that do not interfere

with HIP-incapable hosts and the format can be used without any changes
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with the most popular DNS server software, bind [94, p. 19]. Also, the look

up of DNS records for HIP can be transparently handled at SMTP servers

using an local DNS proxy.

Similarly as in the SMTP use case, the HIP-based firewall Publication

IV was aimed for a specific group of people in order for early adopters to

obtain the benefits. The HIP-based firewall can be used internally, e.g.,

within single a company in a similar fashion as a VPN. This benefits of

the firewall can be useful for the entire company but especially for the

network administrators. When HIP is being utilized, the HIP firewall

filters based on persistent identifiers, thus facilitating network renum-

bering when a company changes its ISP or merges with another 5. The

hard-coded HIP-based identifiers in various configuration files for appli-

cations and services, can persist topology changes and, thus, cause less

down time. Management of the firewall can be more simple for the ad-

ministrators as separate rules for IPv4 and IPv6 are not needed, thus

perhaps reducing the number of configuration errors.

Publication V experimented with the most conservative use of HIP that

did not expose LSIs and HITs to the application layer at all. Instead,

the applications used regular routable IP addresses. Consequently, no

support from the DNS infrastructure was needed in order to deploy HIP.

As SSH was successful with its LoF model, we experimented if HIP would

be flexible enough to support this as well with its opportunistic mode.

The LoF for HIP was implemented using a shim library between the ap-

plication and the sockets. The library used the opportunistic key exchange

of HIP. The implemented library could be enabled at system, user or appli-

cation granularity depending on the local policies. The library translated

IP addresses of the application to HITs that were further processed by the

IPsec module in the networking stack. As applications were not employ-

ing HITs, application-level referrals were not an issue when employing

publicly-reachable addresses. Despite of the additional translation step

from IP addresses to HITs, the library added negligible overhead to the

throughput. As a configurable feature of the library, it implemented also a

fallback mode 6 that bypassed HIP-based processing after a timeout when

connecting to a HIP-incapable host.

As a major design compromise, the LoF effectively trades off ease of de-

ployment at the cost of employing non-persistent identifiers. With the im-

5To support external access from other sites without HIP support, e.g., a web
proxy is needed [125]
6The fall back as a generic mechanism was later also endorsed by others [9, p. 2]
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plementation model used, persistence is lost for the initial contact as the

opportunistic mode operates without prior knowledge of the HI of the re-

sponder. At the application layer, a legacy application witnesses only the

initial locators (and not the identifiers) obtained during the connection

set up while the actual locators as utilized by the stack can change. As

another design compromise, the LoF model also fails to provide persistent

identifiers in NATted environments, thus compromising Internet trans-

parency. Also, routable IPv4 and IPv6 addresses are insecure by their

nature, despite they function better as referrals (but only in scenarios not

involving NATs).

From the view point of security, the DNS resolution is the weakest link

in the use of HIP until DNSSEC is widely deployed [56, p. 11]. Thus,

during the transition to DNSSEC, the LoF model as presented in Pub-

lication V is a viable option because even the non-opportunistic HIP is

susceptible to man-in-middle attacks without DNSSEC. Further, while

introducing DNS records is fairly trivial and does not cause any conflicts

with HIP-incapable end-hosts, the LoF model avoids HIP-specific records

altogether. However, the presence or absence of DNS records describes

clearly when a host supports HIP or not. LoF does include this capabil-

ity detection and the comes with the cost of timeouts when used “in the

wild”. As briefly mentioned in Publication V, we suggested a solution for

the timeouts to reduce the fallback latency to transition from HIP to non-

HIP based connectivity. As IP options are typically filtered by firewalls,

our solution for this was to exploit TCP options to detect HIP-capable

hosts [35, pp. 24-26].

3.5 Summary and Lessons Learned

This section summarizes the contributions of the publications to achieve

a consolidated namespace with HIP. The resulting architecture is viewed

from the view point of end-users, network application developers and net-

work administrators as illustrated in figure 3.1.

Publication I revisited the challenges and solutions for consolidated nam-

ing: non-persistent, heterogeneous, insecure addressing. The statisti-

cal analysis was constrained to certain aspects of application-layer solu-

tions as network-layer solutions are difficult to trace due to their trans-

parency 7.

7Chapter 2 revisited the challenges and solutions through literature references
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Figure 3.1. A visualization of the HIP-based solution for the challenges for a consolidated
namespace

As an example of non-persistent addressing, we discovered a program-

ming bug in the way developers implement UDP-based communications.

The problem typically occurs on multihoming hosts and affects many of

the UDP-based applications in Ubuntu Linux, including four network ap-

plication frameworks where the problem was verified manually 8.

Regarding to heterogeneous addressing, we observed that a fourth of the

applications in Ubuntu support both IPv4 and IPv6. This dual use of the

addresses complicates the networking logic of applications and can also

have an impact on the user experience as the related latency issues have

to be solved redundantly by each developer in the absence of a de-facto

solution.

As IP addresses offer little security per se, the developers typically use

SSL/TLS. In Ubuntu, roughly every tenth application utilized it through

the OpenSSL library. However, almost three out of five applications using

the library were not initializing it in a secure way. We also observed a

large number of the applications configuring various security details for

the library, leaving us puzzled if some of the details should ever be exposed

to the applications.

We proposed HIP as a unified solution for consolidated addressing and

improved it to better fulfill this proposition. To support persistent iden-

tifiers for services, Publication III studied access control for HIP-based

identifiers to mitigate against email spam with a mindset to motivate

8It should be noted that HIP was not integrated into the frameworks
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end-hosts for long-lived identifiers. Publication IV presented a middlebox-

based firewall to control access to HIP-based services for mobile HIP clients.

To support heterogeneous identifiers, the firewall could again be used to

homogenize IPv4 and IPv6 access control lists under a single list based on

uniform HIs. The homogenization was also employed in the native API for

HIP in Publication II that unified addressing for end-host applications us-

ing end-point identifiers. For secure addressing, the native API and also

the graphical end-host firewall in Publication VI improved LoF-based se-

curity for HIP as later confirmed by others. It should be mentioned that

the security of the identifiers played an important part in experimenta-

tion with the end host and middlebox-based firewall, and email spam.

In Publication III, we proposed a deployment model for HIP where it

was used internally between SMTP servers. In the same publication, we

also corrected a deployment-related misunderstanding according to which

HIP records would require change to the DNS server implementations.

In Publication V, we showed how HIP can actually be used in the oppor-

tunistic mode without any additional DNS records. From the view point

of security, the opportunistic mode is based on the weaker LoF-based se-

curity. Nevertheless, LoF can be considered secure enough until DNSSEC

fortifies the weakest link in HIP, that is, the look up of the HIP records

from the DNS. However, we identified two short comings of the oppor-

tunistic mode for HIP. Firstly, the time out mechanism to fall back to

non-HIP communications when encountering HIP-incapable hosts can be

optimized. Secondly, the opportunistic mode regresses to non-persistent

addressing in order to facilitate easier deployment.

To recap the contributions from the view point of the target groups, we

tested usability of HIP in Publication VI where the end-users used a web

browser to connect to a website. The presence of HIP was visualized using

various cues, including the lock symbol and also using graphical prompt

that operated at the system level. Despite the prototype was rather un-

polished, the users understood when security was employed. The exper-

iment also confirmed that HIP-based security should be visualized using

traditional security indicators.

For developers, the native API for HIP, as presented in Publication II, al-

lows to gain more control of HIP and supports application or user-specific

identifiers. For network administrators, the middlebox-based firewall of

Publication IV can simplify management issues as the persistent iden-

tifiers of HIP support mobile clients and survive network renumbering
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while unifying separate access control rules for IPv4 and IPv6 into single

ones.

3.6 Future Directions

Publication I uncovered a number of issues in software for Linux. In gen-

eral, it would be useful to automatize them using a static analysis tool

such as Coverity [34]. Few ideas for improvement on the individual issues

could be also mentioned. For instance, it remains uncertain how the mul-

tihoming issue with UDP-based applications relates to another discovered

property of the applications. Namely, two thirds of the applications were

capable handling at least some level of source address selection based on

this coarse-grained estimate.

Publication II prototyped with user-specific identifiers. One reason why

they were excluded in the finalized standardized version [123] was related

to security. Namely, handling of user-specific identifiers requires strict ac-

cess control measures on multi-user devices. Also, storing the user iden-

tity on a smart card or a TPM chip was proposed but not implemented. In

practice, this would require delegation of privileges to the device from the

card or chip and a revocation mechanism. For speed up the revocation, a

cryptographically accelerated smart card could be used to signing a data

plane based on asymmetric encryption [46] but only while the card is con-

nected to the device. As an alternative, a TPM chip might be requested

to sign a HIP-specific certificate [92] for a certain predefined time period.

This way, the potential abuse of a portable long-term identifier would be

limited spatially or temporally when using the identity in a compromised

device, for instance, in a public Internet kiosk.

It should be also noted that parallel to our work, IPsec-policy APIs for

applications [243] were developed and could be further integrated with

the native API.

Publication III proposed to tackle spam by disconnecting TCP connec-

tions with misbehaving SMTP hosts and by introducing large computa-

tional puzzle values when they reconnect. In contrast, greylisting does

not require the deployment of HIP and, for instance, can mitigate spam by

disconnecting connections from previously unknown IP addresses. How-

ever, the assumption in greylisting is that spammers do not reconnect

which may not be valid in the future as spammers get smarter. Thus, an

additional mechanism as proposed by the publication may become neces-
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sary in the future.

While Publication III acted as a starting point for HIP deployment con-

siderations in the context of SMTP, we have later also experimented with

a HIP deployment internally in a cloud network [126]. Then, we have

considered HIP deployment in general from from a techno-economical per-

spective [212]. A potential deployment direction for HIP from the techno-

economical analysis was to implement HIP in a userspace library above

transport layer [84] to avoid the kernel deployment hurdles required for

the native HIP API.

Publication V used the opportunistic base exchange in HIP to achieve

LoF for legacy applications. However, we were dissatisfied with the shim

placement just above the sockets in contrast to others [87, p. 10] and

explored with another implementation model where the shim layer cap-

tures datagrams at the network layer instead of socket calls [73, pp. 34-

36]. While the two proof-of-concept implementations work with legacy

applications at an end-host, we believe that the opportunistic mode is

more suitable to in other scenarios. The shim layer capturing datagrams

at the network layer could be used at middleboxes such as HIP-based

proxies [192]. At end-hosts, this be used by HIP-aware applications at

a client-side host to connect to a server via a rendezvous server to fa-

cilitate a HIP-layer anycast because the rendezvous server could choose

the ultimate recipient with the opportunistic mode. At the server side, a

server could use it to register itself one rendezvous server from a pool of

rendezvous servers. Naturally, DNS round-robin schemes for rotating HI

records would serve as an alternative to such a HIP-layer anycast.

In general, the number of distributed experiments with HIP has been

small. For instance, the middlebox-based firewall and its experimenta-

tion in Publication IV could be extended. For production purposes, the

prototype of the middle-box based firewall could be extended to support

de-centralized access control to support fault tolerance and asymmetric

routes. For routing, also the impact of off-the-path routing based on the

optional HIP relays could also be measured. As HITs are not aggregat-

able, bloom filters could be used to reduce the overhead for large access

control lists [42]. In addition, a performance comparison with another

similar scheme such as MobIKE would be useful. MobIKE which can also

be used for access control of mobile clients but requires a gateway that

introduces triangular routing. In contrast, our approach does not besides
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the transparent firewall located at the edge of the site 9.

Publication VI prototyped a graphical user interface for HIP. The design

was rather immature as the results of the usability tests indicated. Nev-

ertheless, we believe this end-user firewall for HIP could be integrated

seamlessly with existing end-user firewall products, such as offered by F-

Secure, Symantec and other anti-virus companies. However, this remains

to be verified.

9In general, firewalls are usually deployed at the edge of a site independently of
whether the site supports a VPN or not
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4. Conclusions

While users and services are identified using DNS-based names, such

names were an extension to the TCP/IP architecture where IP addresses

are omnipresent. IP addresses are used either directly or indirectly to

develop network applications, and they are employed at the transport

and network layers. Unfortunately, this originally simplifying choice is

a source of inflexibility especially considering that computers of today are

able to run sophisticated and complex software. However, it is economi-

cally challenging to change this addressing model as the IP addresses are

metaphorically the glue that holds the Internet together. In this disserta-

tion, we attempt to improve three sources of inflexibility in the TCP/IP ar-

chitecture in a backward compatible way: non-persistent, heterogeneous

and insecure addressing. A solution that meets the different aspects of

these three challenges is referred as a consolidated namespace in the con-

text of this work.

Non-persistent addressing stems from the nature of IP addresses that

are dependent on the local topology. This causes problems for mobile and

multihoming devices when they change their network attachment point.

The change of the local IP address unnecessarily terminates TCP streams

as they are still bound to the previous address but it is not only a prob-

lem for on-going flows of data but also for new data flow. For instance,

overlapping private address realms as introduced by NAT technology are

tainted by non-persistent addressing because devices cannot be uniquely

identified based on their IP address alone and, thus, a mobile device may

simply contact a wrong host when transition between two networks. As

another example scenario, the issue manifests itself during a company

merger or acquisition, or when the site changes its provider. Then, the

entire network prefix of the site may change, leaving a number of stale IP

addresses forgotten in a various configuration files, only to be discovered
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by network administrators during site renumbering.

Heterogeneous addressing as introduced by IPv6 addresses involves ad-

ditional complexity for application developers and network administra-

tors as they have to deal with two heterogeneous namespaces instead of

a single. Insecure addressing is the basis for the TCP/IP model; IP ad-

dresses are insecure by their nature and additional measures are needed

to guarantee security for network applications.

A number of backward compatible solutions that meet the architectural

challenges set of a consolidated namespace do exist but fulfill the require-

ments only partially. From the surveyed solutions, five prominent solu-

tions meet the described properties for persistent addressing and are com-

pared in more detail for their other technical aspects. NUTSS architec-

ture distinguishes from the others by facilitating off-path services but re-

quires additional infrastructure to complete this task. While LIN6 solves

renumbering in a relatively simple way by dividing an IPv6 address into

identifier and locator portions, also it requires extra infrastructure. In

contrast, ILNPv6 does not fare well with renumbering but mostly avoids

deployment costs incurring from new infrastructure. BTMM is quite a

complete approach but is unsuitable with multiple cascading NATs and

is vendor-specific, proprietary technology. The last protocol, HIP is cho-

sen for the empirical experimentation as it fairs well in the comparison.

Similarly as BTMM, it is quite a complete solution but based on open

standards and open-source implementations. As another difference, HIP

is based on a unstructured identifiers which has some ramifications with

the structured DNS but the impact of this so called referral issue still

remains moot. As a trade off, the merits are crystal clear as HIP offers a

topologically-independent namespace based on cryptographically secured,

self-certifying identifiers that are compatible with legacy applications.

In the collection of articles, we have empirically experimented with HIP

and improved it to better meet the criteria for a consolidated namespace

as set by this dissertation. The results are disseminated from the view

point of three different target groups of people: end-users, network appli-

cation developers and network administrators.

First, we focused on understanding the development aspects by trying

to understand the present state of networking applications. To be more

precise, we analyzed how network applications and frameworks use the

low-level networking APIs in Linux. Related to heterogeneous address-

ing, we observed that a fourth of the IPv4-based applications supported
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also IPv6. Related the persistent addressing, all of the four manually ex-

amined frameworks had a bug related to UDP that occurs during initial

connectivity with multihoming end-hosts. We also observed that every

tenth application employed SSL/TLS-based security using the OpenSSL

library. Of these, almost three out of five were not initializing the library

correctly from the view point of security. Hence, the challenges for consol-

idated addressing do exist and our work attempts to fill these gaps.

To repeat the adoption success of SSL/TLS-based security with HIP, we

designed and implemented a native API for HIP that gives more control

for developers of HIP-aware applications. The API also extends HIP to

support application or user-specific identifiers instead of merely host spe-

cific ones. To better meet the requirements for a consolidated namespace,

the API also unifies the heterogeneous two HIP identifier types used in

legacy IPv4 and IPv6 applications into a single one. As later discovered

by others, the separate API, such as the one we developed, is required to

improve security when so called leap-of-faith security is employed [179, p.

353].

We exploited a feature of HIP, computational puzzles, to mitigate against

unwanted traffic in the case of email spam. A modified spam filter throt-

tled senders of spam by disconnecting sessions and offered more time con-

suming puzzles for them. The access control was based on the persistent

identifiers of HIP that could be circumvented with temporary identifiers.

To avoid penalties with puzzles, the proposed strategy was to reward be-

nign hosts with long-lived identifiers with smaller puzzles. We proposed

to adopt the mechanism only between email relays to avoid deployment

hurdles at the client side.

As another use case, we developed a HIP-aware firewall that exploited

the secure identifiers of HIP to control access to HIP-based services. The

novelty of the approach is that the firewall supports mobile client devices

by tracking and authenticating them based on their persistent identifiers

instead of their ephemeral IP addresses. Changes in the addresses of the

servers are also supported as the firewall can also support site renum-

bering as identifiers forgotten in various configuration files continue to

work. As another relief for network administrators, a single identifier-

based rule for access control replaces the two separate rules traditionally

required for IPv4 and IPv6, thus supporting the goal for the heteroge-

neous addressing.

As an intermediate step to make the transition towards HIP easier,
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we explored the use of HIP as transparent mechanism that controver-

sially does not meet goals for consolidated naming at the application layer.

Our implementation of the leap-of-faith security, or opportunistic mode

in other terms, was implemented as shim library between the applica-

tion and the sockets layer to transparently translate IP addresses of the

legacy application to HIP-based identifiers for the transport layer. As a

trade off, the opportunistic mode is subject to man-in-the-middle attacks

because the client learns the identity of the server during communica-

tions instead of obtaining it from pre-shared information or look up from

a directory. Until DNSSEC is deployed more widely, we believe that oper-

ating HIP in this fashion offers reasonable security because DNS can be

considered the weakest link for storing the identifiers for HIP. In addition,

implemented approach avoids the referral issue at the application layer.

We conducted usability tests with a group test of persons to understand

how end-users perceive different ways of using HIP in a web-based en-

vironment. The use of HIP was illustrated using traditional security in-

dicators, such the lock symbol in the browser. The transparent use of

HIP was illustrated using a new graphical system level prompt that es-

sentially acted as an end-host firewall to allow the user to accept or deny

HIP-based communications. The users clearly noticed when security was

employed despite the difference between the LoF and normal HIP-based

security was not obvious. While we observed room for polishing the pro-

totype, others have identified that confirmation of the opportunistic mode

from the user is critical from the view point of security [179, p. 352].

The research contributions of this dissertation have also real-world im-

pact. The general investigation to the low-level networking APIs and

network application frameworks revealed a number of bugs that can be

fixed to improve the software quality in various Linux distributions. Some

of the problems especially related to java-based framework may also af-

fect the Linux-based Android distribution that has been dominating the

mobile handset business lately. Besides the general contributions, the

HIP-specific contributions have impacted the IETF standardization. The

experimentation with the UDP-based multihoming, opportunistic mode,

end-host and middlebox firewalls is referenced by two experimental stan-

dards [95, 94]. We improved the specification for the native API according

to the feedback from the IETF community and it was published as an

experimental standard [123]. The work further inspired joint activities

with the SHIM6 working group and produced another API-related stan-
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dard [122].

For future directions, HIP-based anycast combined with the security

of native API may be an interesting research direction. To understand

the deployment dimension better, we applied HIP in a cloud deployment

scenario [126] and conducted a techno-economic survey [212] and, based

on the findings, continued exploration of HIP as a stand-alone library at

the application layer [84] during the time of this writing. Due the ef-

forts of various researchers, HIP has become an extensively researched

topic and its principles have also been adapted to other research archi-

tectures [79, 76, 26]. Besides the Tofino security product and production-

environment deployment at Boeing, the time has become more mature for

HIP to be embraced by the industry as it moving from the experimental

to the standards track in the IETF.
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Abstract

Network applications are typically developed with
frameworks that hide the details of low-level network-
ing. The motivation is to allow developers to focus
on application-specific logic rather than low-level me-
chanics of networking, such as name resolution, relia-
bility, asynchronous processing and quality of service.
In this article, we characterize statistically how open-
source applications use the Sockets API and identify a
number of requirements for network applications based
on our analysis. The analysis considers five fundamental
questions: naming with end-host identifiers, name res-
olution, multiple end-host identifiers, multiple transport
protocols and security. We discuss the significance of
these findings for network application frameworks and
their development. As two of our key contributions, we
present generic solutions for a problem with OpenSSL
initialization in C-based applications and a multihoming
issue with UDP in all of the analyzed four frameworks.

1 Introduction

The Sockets API is the basis for all internet applica-
tions. While the number of applications using it directly
is large, some applications use it indirectly through in-
termediate libraries or frameworks to hide the intrica-
cies of the low-level Sockets API. Nevertheless, it is
then the intermediaries that still have to interface with
the Sockets API. Thus, the Sockets API is important for
all network applications either directly or indirectly but
has been studied little. To fill in this gap, we have sta-
tistically analyzed the usage of Sockets API to charac-
terize how contemporary network applications behave

in Ubuntu Linux. In addition to merely characterize the
trends, we have also investigated certain programming
pitfalls pertaining the Sockets API.

As a result, we report ten main findings and how they
impact a number of relatively new sockets API exten-
sions. To mention few examples, the poor adoption of
a new DNS look up function slows down the migration
path for the extensions dependent on it, such as the APIs
for IPv6 source address selection and HIP. OpenSSL
library is initialized incorrectly in many applications,
causing potential security vulnerabilities. The manage-
ment of the dual use of TCP/UDP transports and the
dual use of the two IP address families creates redun-
dant complexity in applications.

To escape the unnecessary complexity of the Sock-
ets API, some applications utilize network application
frameworks. However, the frameworks are themselves
based on the Sockets API and, therefore, subject to the
same scrutiny as applications using the Sockets API. For
this reason, it is natural to extend the analysis for frame-
works.

We chose four example frameworks based on the Sock-
ets API and analyzed them manually in the light of the
Sockets API findings. Since frameworks can offer high-
level abstractions that do not have to mimic the Sockets
API layout, we organized the analysis of the frameworks
in a top-down fashion and along generalized dimensions
of end-host naming, multiplicity of names and trans-
ports, name look up and security. As a highlight of the
framework analysis, we discovered a persistent problem
with multiplicity of names in all of the four frameworks.
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To be more precise, the problem was related to multi-
homing with UDP.

In this article, we describe how to solve some of the dis-
covered issues in applications and frameworks using the
Sockets API. We also characterize some of the inherent
limitations of the Sockets API, for instance, related to
complexity.

2 Background

In this section, we first introduce the parts of the Berke-
ley Sockets and the POSIX APIs that are required to un-
derstand the results described in this article. Then, we
briefly introduce four network application frameworks
built on top of the two APIs.

2.1 The Sockets API

The Sockets API is the de facto API for network pro-
gramming due to its availability for various operating
systems and languages. As the API is rather low level
and does support object-oriented languages well, many
networking libraries and frameworks offer additional
higher-level abstractions to hide the details of the Sock-
ets API.

Unix-based systems typically provide an abstraction of
all network, storage and other devices to the applica-
tions. The abstraction is realized with descriptors which
are also sometimes called handles. The descriptors are
either file or socket descriptors. Both of them have
different, specialized accessor functions even though
socket descriptors can be operated with some of the file-
oriented functions.

When a socket descriptor is created with the socket()
function, the transport protocol has to be fixed for the
socket. In practice, SOCK_STREAM constant fixes the
transport protocol to TCP and SOCK_DGRAM constant
to UDP. For IPv4-based communications, an application
uses a constant called AF_INET, or its alias PF_INET, to
create an IPv4-based socket. For IPv6, the application
uses correspondingly AF_INET6 or PF_INET6.

2.1.1 Name Resolution

An application can look up names from DNS by calling
gethostbyname() or gethostbyaddr() functions. The former

looks up the host information from the DNS by its sym-
bolic name (forward look up) and the latter by its nu-
meric name, i.e., IP address (reverse look up). While
both of these functions support IPv6, they are obsolete
and their modern replacements are the getnameinfo() and
getaddrinfo() functions.

2.1.2 Delivery of Application Data

A client-side application can start sending data imme-
diately after creation of the socket; however, the appli-
cation typically calls the connect() function to associate
the socket with a certain destination address and port.
The connect() call also triggers the TCP handshake for
sockets of SOCK_STREAM type. Then, the networking
stack automatically associates a source address and port
with the socket if the application did not choose them
explicitly with the bind() function. Finally, a close() call
terminates the socket gracefully and, when the type of
the socket is SOCK_STREAM, the call also initiates the
shutdown procedure for TCP.

Before a server-oriented application can receive incom-
ing datagrams, it has to call a few functions. Minimally
with UDP, the application has to define the port num-
ber and IP address to listen to by using bind(). Typi-
cally, TCP-based services supporting multiple simulta-
neous clients prepare the socket with a call to the listen()
function for the following accept() call. By default, the
accept() call blocks the application until a TCP connec-
tion arrives. The function then “peels off” a new socket
descriptor from existing one that separates the particular
connection with the client from others.

A constant INADDR_ANY is used with bind() to listen for
incoming datagrams on all network interfaces and ad-
dresses of the local host. This wildcard address is typi-
cally employed in server-side applications.

An application can deliver and retrieve data from the
transport layer in multiple alternative ways. For in-
stance, the write() and read() functions are file-oriented
functions but can also be used with socket descriptors
to send and receive data. For these two file-oriented
functions, the Sockets API defines its own specialized
functions.

For datagram-oriented networking with UDP, the
sendto() and the recvfrom() functions can be used. Com-
plementary functions sendmsg() and recvmsg() offer more
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advanced interfaces for applications [19]. They operate
on scatter arrays (multiple non-consecutive I/O buffers
instead of just one) and support also so called ancillary
data that refers to meta-data and information related to
network packet headers.

In addition to providing the rudimentary service of send-
ing and receiving application data, the socket calls also
implement access control. The bind() and connect() limit
ingress (but not egress) network access to the socket
by setting the allowed local and remote destination end
point. Similarly, the accept() call effectively constrains
remote access to the newly created socket by allowing
communications only with the particular client. Func-
tions send() and recv() are typically used for connection-
oriented networking, but can also be used with UDP to
limit remote access.

2.1.3 Customizing Networking Stack

The Sockets API provides certain default settings for ap-
plications to interact with the transport layer. The set-
tings can be altered in multiple different ways.

With “raw” sockets, a process can basically create its
own transport-layer protocol or modify the network-
level headers. A privileged process creates a raw socket
with constant SOCK_RAW.

A more constrained way to alter the default behav-
ior of the networking stack is to set socket options
with setsockopt(). As an example of the options, the
SO_REUSEADDR socket option can be used to dis-
able the default “grace period” of a locally reserved
transport-layer port. By default, consecutive calls to
bind() with the same port fail until the grace period has
passed. Especially during the development of a net-
working service, this grace period is usually disabled for
convenience because the developed service may have to
be restarted quite often for testing purposes.

2.2 Sockets API Extensions

Basic Socket Interface Extensions for IPv6 [5] de-
fine additional data structures and constants, including
AF_INET and sockaddr_in6. The extensions also define
new DNS resolver functions, getnameinfo() and getad-
drinfo(), as the old ones, gethostbyname() and gethost-
byaddr(), are now obsoleted. The older ones are not

thread safe and offer too little control over the resolved
addresses. The specification also defines IPv6-mapped
IPv4 addresses to improve IPv6 interoperability.

An IPv6 application can typically face a choice of mul-
tiple source and destination IPv6 pairs to choose from.
Picking a pair may not be a simple task because some
of the pairs may not even result in a working connectiv-
ity. IPv6 Socket API for Source Address Selection [13]
defines extensions that restrict the local or remote ad-
dress to a certain type, for instance, public or tempo-
rary IPv6 addresses. The extensions include new socket
options to restrict the selection local addresses when,
e.g., a client application connects without specifying the
source address. For remote address selection, new flags
for the getaddrinfo() resolver are proposed. The exten-
sions mainly affect client-side connectivity but can af-
fect also at the server side when UDP is being used.

The Datagram Congestion Control Protocol (DCCP) is
similar to TCP but does not guarantee in-order delivery.
An application can use it - with minor changes - by using
SOCK_DCCP constant when a socket is created.

Multihoming is becoming interesting because most of
the modern handhelds are equipped with, e.g., 3G and
WLAN interfaces. In the scope of this work, we as-
sociate “multihoming” to hosts with multiple IP ad-
dresses typically introduced by multiple network inter-
faces. Multihoming could be further be further char-
acterized whether it occurs in the initial phases of the
connectivity or during established communications. All
of the statistics in this article refer to the former case be-
cause the latter requires typically some extra logic in the
application or additional support from the lower layers.

When written correctly, UDP-based applications can
support multihoming for initial connectivity and the suc-
cess of this capability is investigated in detail in this ar-
ticle. However, supporting multihoming in TCP-based
applications is more difficult to achieve and requires ad-
ditional extensions. A solution at the application layer
is to recreate connections when they are rendered bro-
ken. At the transport layer, Multipath TCP [4] is a TCP-
specific solution to support multihoming in a way that is
compatible with legacy applications with optional APIs
for native applications [16].

The Stream Control Transmission Protocol (SCTP, [21])
implements an entirely new transport protocol with
full multihoming capabilities. In a nutshell, SCTP of-
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fers a reliable, congestion-aware, message-oriented, in-
sequence transport protocol. The minimum requirement
to enable SCTP in an existing application is to change
the protocol type in socket() call to SCTP. However, the
application can only fully harness the benefits of the pro-
tocol by utilizing the sendmsg() and recvmsg() interface.
Also, the protocol supports sharing of a single socket de-
scriptor for multiple simultaneous communication part-
ners; this requires some additional logic in the applica-
tion.

Transport-independent solutions operating at the lower
layers include Host Identity Protocol [11] and Site Mul-
tihoming by IPv6 Intermediation (SHIM6) [12]. In
brief, HIP offers support for end-host mobility, mul-
tihoming and NAT traversal. By contrast, SHIM6 is
mainly a multihoming solution. From the API perspec-
tive, SHIM6 offers backwards compatible identifiers for
IPv6 - in the sense that they are routable at the network
layer - where as the identifiers in HIP are non-routable.
HIP has its own optional APIs for HIP-aware applica-
tions [9] but both protocols share the same optional mul-
tihoming APIs [8].

Name-based Sockets are a work-in-progress at the IETF
standardization forum. While the details of the spec-
ification [23] are rather immature and the specification
still lacks official consent of the IETF, the main idea is to
provide extensions to the Sockets API that replace IP ad-
dresses with DNS-based names. In this way, the respon-
sibility for the management of IP addresses is pushed
down in the stack, away from the application layer.

2.3 NAT Traversal

Private address realms [18] were essentially introduced
by NATs but also Virtual Private Networks (VPNs) and
other tunneling solutions can also make use of private
addresses. Originally, the concept of virtual address
spaces was created to alleviate the depletion of the IPv4
address space, perhaps, because it appeared that most
client hosts did not need publicly-reachable addresses.
Consequently, NATs also offer some security as a side
effect to the client side because they discard new incom-
ing data flows by default.

To work around NATs, Teredo [7] offers NAT traver-
sal solution based on a transparent tunnel to the applica-
tions. The protocol tries to penetrate through NAT boxes
to establish a direct end-to-end tunnel but can resort to

triangular routing through a proxy in the case of an un-
successful penetration.

2.4 Transport Layer Security

Transport Layer Security (TLS) [22] is a cryptographic
protocol that can be used to protect communications
above the transport layer. TLS, and its predecessor Se-
cure Socket Layer (SSL), are the most common way to
protect TCP-based communications over the Internet.

In order to use SSL or TLS, a C/C++ application is usu-
ally linked to a library implementation such as OpenSSL
or GNU TLS. The application then calls the APIs of
the TLS/SSL-library instead of using the APIs of the
Sockets API. The functions of the library are wrappers
around the Sockets API, and are responsible for secur-
ing the data inside the TCP stream.

2.5 Network Frameworks

The Sockets API could be characterized as somewhat
complicated and error-prone to be programmed directly.
It is also “flat” by its nature because it was not designed
to accommodate object-oriented languages. For these
reasons, a number of libraries and frameworks have
been built to hide the details of the Sockets API and
to introduce object-oriented interfaces. The Adaptive
Communication (ACE) [17] is one such framework.

ACE simplifies the development of networking applica-
tions because it offers abstracted APIs based on net-
work software patterns observed in well-written soft-
ware. Among other things, ACE includes network
patterns related to connection establishment and ser-
vice initialization in addition to facilitating concurrent
software and distributed communication services. It
supports asynchronous communications by inversion of
control, i.e., the framework takes over the control of the
program flow and it invokes registered functions of the
application when needed.

Boost::Asio is another open source C++ library that of-
fers high-level networking APIs to simplify develop-
ment of networking applications. Boost::Asio aims to
be portable, scalable, and efficient but, most of all, it
provides a starting point for implementing further ab-
straction. Several Boost C++ libraries have already been
included in the C++ Technical Report 1 and in C++11.
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In 2006 a networking proposal based on Asio was sub-
mitted to request inclusion in the upcoming Technical
Report 2.

Java provides an object-oriented framework for the cre-
ation and use of sockets. Java.net package (called
Java.net from here on) supports TCP (Socket class) and
UDP (Datagram class). These classes implement com-
munication over an IP network.

Twisted is a modular, high-level networking framework
for python. Similarly as ACE, also Twisted is based
on inversion of control and asynchronous messaging.
Twisted has built-in support for multiple application-
layer protocols, including IRC, SSH and HTTP. What
distinguishes Twisted from the other frameworks is
the focus on service-level functionality based adapt-
able functionality that can be run on top of several
application-layer protocols.

3 Materials and Methods

We collected information related to the use of Sockets
API usage in open-source applications. In this article,
we refer to this information as indicators. An indicator
refers to a constant, structure or function of the C lan-
guage. We analyzed the source code for indicators in
a static way (based on keywords) rather than dynam-
ically 1. The collected set of indicators was limited
to networking-related keywords obtained from the key-
word indexes of two books [20, 15].

We gathered the material for our analysis from all of the
released Long-Term Support (LTS) releases of Ubuntu:
Dapper Drake 6.06, Hardy Heron 8.04, Lucid Lynx
10.04. Table 1 summarizes the number of software
packages gathered per release. In the table, “patched”
row expresses how many applications were patched by
Ubuntu.

We used sections “main”, “multiverse”, “universe” and
“security” from Ubuntu. The material was gathered on
Monday 7th of March 2011 and was constrained to soft-
ware written using the C language. Since our study was
confined to networking applications, we selected only
software in the categories of “net”, “news”, “comm”,
“mail”, and “web” (in Lucid, the last category was re-
named “httpd”).

1Authors believe that a more dynamic or structural analysis
would not have revealed any important information on the issues
investigated

Dapper Hardy Lucid
Total 1,355 1,472 1,147
Patched 1,222 1,360 979
C 721 756 710
C++ 57 77 88
Python 126 148 98
Ruby 19 27 13
Java 9 10 8
Other 423 454 232

Table 1: Number of packages per release version.

We did not limit or favor the set of applications, e.g.,
based on any popularity metrics. We believed that an
application was of at least of some interest if the applica-
tion was being maintained by someone in Ubuntu. To be
more useful for the community, we analyzed all network
applications and did not discriminate some “unpopu-
lar” minorities. This way, we did not have to choose
between different definitions of popularity – perhaps
Ubuntu popularity contest would have served as a de-
cent metric for popularity. We did perform an outlier
analysis in which we compared the whole set of appli-
cations to the most popular applications (100 or more
installations). We discovered that the statistical “foot-
print” of the popular applications is different from the
whole. However, the details are omitted because this
contradicted with our goals.

In our study, we concentrated on the POSIX networking
APIs and Berkeley Sockets API because they form the
de-facto, low-level API for all networking applications.
However, we extended the API analysis to OpenSSL to
study the use of security as well. All of these three APIs
have bindings for high-level languages, such as Java and
Python, and can be indirectly used from network appli-
cation frameworks and libraries. As the API bindings
used in other languages differs from those used in C lan-
guage, we excluded other languages from this study.

From the data gathered 2, we calculated sums and means
of the occurrences of each indicator. Then we also cal-
culated a separate “reference” number. This latter was
formed by introducing a binary value to denote whether
a software package used a particular indicator (1) or not
(0), independent of the number of occurrences. The
reference number for a specific indicator was collected
from all software packages, and these reference num-
bers were then summed and divided by the number of

2http://www.cs.helsinki.fi/u/sklvarjo/LS12/
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packages to obtain a reference ratio. In other words, the
reference ratio describes the extent of an API indicator
with one normalized score.

We admit that the reference number is a very coarse
grained metric; it indicates capability rather than 100%
guarantee that the application will use a specific indica-
tor for all its runs. However, it’s binary (or “flattened”)
nature has one particular benefit that cancels out an un-
wanted side effect of the static code analysis, but this
is perhaps easiest to describe by example. Let us con-
sider an application where memory allocations and de-
allocations can be implemented in various ways. The
application can call malloc() a hundred times but then
calls free() only once. Merely looking at the volumes
of calls would give a wrong impression about mem-
ory leaks because the application could have a wrapper
function for free() that is called a hundred times. In con-
trast, a reference number of 1 for malloc() and 0 for free()
indicates that the application has definitely one or more
memory leak. Correspondingly, the reference ratio de-
scribes this for the entire population of the applications.

In our results, we show also reference ratios of com-
bined indicators that were calculated by taking an union
or intersection of indicators, depending on the use case.
With combined indicators, we used tightly coupled in-
dicators that make sense in the context of each other.

4 Results and Analysis

In this section, we show the most relevant statistical re-
sults. We focus on the findings where there is room for
improvement or that are relevant to the presented Sock-
ets API extensions. Then, we highlight the most signif-
icant patterns or key improvements for the networking
applications. Finally, we derive a set of more generic
requirements from the key improvements and see how
they are met in four different network application frame-
works.

4.1 Core Sockets API

In this section, we characterize how applications use
the “core” Sockets API. Similarly as in the background,
the topics are organized into sections on IPv6, DNS,
transport protocols and customization of the networking
stack. In the last section, we describe a multihoming
issue related to UDP.

In the results, the reference ratios of indicators are usu-
ally shown inside brackets. All numeric values are from
Ubuntu Lucid unless otherwise mentioned. Figure 1 il-
lustrates some of the most frequent function indicators
by their reference ratio and the following sections ana-
lyze the most interesting cases in more detail.

4.1.1 IPv6

According to the usage of AF and PF constants, 39.3%
were IPv4-only applications, 0.3% IPv6-only, 26.9%
hybrid and 33.5% did not reference either of the con-
stants. To recap, while the absolute use of IPv6 was not
high, the relative proportion of hybrid applications sup-
porting both protocols was quite high.

4.1.2 Name Resolution

The obsolete DNS name-look-up functions were refer-
enced more than their modern replacements. The obso-
lete forward look-up function gethostbyname() was refer-
enced roughly twice more than its modern replacement
getaddrinfo(). Two possible explanations for this are that
either that the developers have, for some reason, pre-
ferred the obsolete functions, or have neglected to mod-
ernize their software.

4.1.3 Packet Transport

Connection and datagram-oriented APIs were roughly
as popular. Based on the usage of SOCK_STREAM
and SOCK_DGRAM constants, we accounted for 25.1%
TCP-only and 11.0% UDP-only applications. Hybrid
applications supporting both protocols accounted for
26.3% - which leaves 37.6% of the applications that
used neither of the constants. By combining the hy-
brids with TCP-only applications, the proportion of ap-
plications supporting TCP is 51.4% and, correspond-
ingly, 37.3% for UDP. It should not be forgotten that
typically all network applications implicitly access DNS
over UDP by default.

4.1.4 Customizing Networking Stack

While the Sockets API provides transport-layer abstrac-
tions with certain system-level defaults, many applica-
tions preferred to customize the networking stack or

6



re
ad so

ck
et

w
rit

e ht
on

s

sig
na

l fo
rk

se
le
ct

co
nn

ec
t

nt
oh

s bin
d

ge
th

os
tb
yn

am
e ht

on
l

io
ct

l

se
ts

oc
ko

pt

ge
tti
m

eo
fd

ay

in
et

_n
to

a

fc
nt

l
ac

ce
pt

nt
oh

l

op
en

lo
g

0

10

20

30

40

50

60

70

P
e

rc
e

n
ta

g
e

Figure 1: The most frequent functions in Ubuntu Lucid

to override some of the parameters. The combined
reference ratio of SOCK_RAW, setsockopt(), pcap_pkthdr
and ipq_create_handle() indicators was 51.4%. In other
words, the default abstraction or settings of the Sockets
API are not sufficient for the majority of the applica-
tions.

It is worth mentioning that we conducted a brute-force
search to find frequently occurring socket options sets.
As a result, we did not find any recurring sets but merely
individual socket options that were popular.

4.1.5 Multihoming and UDP

In this section, we discuss a practical issue related
to UDP-based multihoming, but one which could
be fixed in most applications by the correct use of
SO_BINDTODEVICE (2.3%) socket option. The issue af-
fects UDP-based applications accepting incoming con-
nections from multiple interfaces or addresses.

On Linux, we have reason to believe that many UDP-
based applications may not handle multihoming prop-
erly for initial connections. The multihoming problem
for UDP manifests itself only when a client-side appli-
cation uses a server address that does not match with the
default route at the server. The root of the problem lies
in egress datagram processing at the server side.

The UDP problem occurs when the client sends a “re-
quest” message to the server and the server does not
send a “response” using the exact same address pair that
was used for the request. Instead, the sloppy server im-
plementation responds to the client without specifying
the source address, and the networking stack invariably
chooses always the wrong source address - meaning that

the client drops the response as it appears to be arriving
from a previously unknown IP address.

A straightforward fix is to modify the server-side pro-
cessing of the software to respect the original IP address,
and thus to prevent the network stack from routing the
packet incorrectly. In other words, when the server-side
application receives a request, it should remember the
local address of the received datagram and use it explic-
itly for sending the response.

Explicit source addressing can be realized by using the
modern sendmsg() interface. However, a poorly docu-
mented alternative to be used especially with the sendto()
function is the socket option called SO_BINDTODEVICE.
The socket option is necessary because bind() can only
be used to specify the local address for the ingress di-
rection (and not the egress).

We discovered the UDP problem by accident with iperf,
nc and nc6 software. We have offered fixes to main-
tainers of these three pieces of software. Nevertheless,
the impact of the problem may be larger as a third of
the software in our statistics supports UDP explicitly.
To be more precise, the lack of SO_BINDTODEVICE us-
age affects 45.7% (as an upper bound) of the UDP-
capable software, which accounts for a total of 121
applications. This figure was calculated by finding
the intersection of all applications not using sendmsg()
and SO_BINDTODEVICE, albeit still using sendto() and
SOCK_DGRAM. We then divided this by the number of
applications using SOCK_DGRAM.

4.2 Sockets API Extensions

In this section, we show and analyze statistics on SSL
and the adoption of a number of Sockets API extensions.
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4.2.1 Security: SSL/TLS Extensions

Roughly 10.9% of the software in the data set used
OpenSSL and 2.1% GNU TLS. In this section, we limit
the analysis on OpenSSL because it is more popular.
Unless separately mentioned, we will, for convenience,
use the term SSL to refer both TLS and SSL protocols.
We only present reference ratios relative to the applica-
tions using OpenSSL because this is more meaningful
from the viewpoint of the analysis. In other words, the
percentages account only the 77 OpenSSL-capable ap-
plications and not the whole set of applications.

The applications using OpenSSL consisted of both
client and server software. The majority of the appli-
cations using OpenSSL (54%) consisted of email, news
and messaging software. The minority included net-
work security and diagnostic, proxy, gateway, http and
ftp server, web browsing, printing and database soft-
ware.

The reference ratios of SSL options remained roughly
the same throughout the various Ubuntu releases. The
use of SSL options in Ubuntu Lucid is illustrated in Fig-
ure 2.

The use of SSL_get_verify_result() function (37.7%) indi-
cates that a substantial proportion of SSL-capable soft-
ware has interest in obtaining the results of the certifi-
cate verification. The SSL_get_peer_certificate() function
(64.9%) is used to obtain the certificate sent by the peer.

The use of the SSL_CTX_use_privatekey_file() function
(62.3%) implies that a majority of the software is capa-
ble of using private keys stored in files. A third ((27.3%)
of the applications uses the SSL_get_current_cipher()
function to request information about the cipher used
for the current session.

The SSL_accept() function (41.6%) is the SSL equivalent
for accept(). The reference ratio of SSL_connect() func-
tion (76.6%), an SSL equivalent for connect(), is higher
than for ssl_accept() (41.6%). This implies that the data
set includes more client-based applications than server-
based. Furthermore, we observed that SSL_shutdown()
(63.6%) is referenced in only about half of the software
that also references SSL_connect(), indicating that clients
leave dangling connections with servers (possibly due to
sloppy coding practices).

We noticed that only 71.4% of the SSL-capable soft-
ware initialized the OpenSSL library correctly. The cor-

Bug workarounds

SSL_OP_NO_SESSION_RESUMPTION_ON_RENEGOTIATION

SSL_OP_DONT_INSERT_EMPTY_FRAGMENTS

SSL_OP_CIPHER_SERVER_PREFERENCE

SSL_OP_SINGLE_DH_USE

SSL_OP_NO_TLSv1

SSL_OP_NO_SSLv3

SSL_OP_NO_SSLv2

SSL_OP_ALL

0 5 10 15 20 25 30

Figure 2: The number of occurrences of the most com-
mon SSL options

rect procedure for a typical SSL application is that it
should initialize the library with SSL_library_init() func-
tion (71.4%) and provide readable error strings with
SSL_load_error_strings() function (89.6%) before any
SSL action takes place. However, 10.4% of the SSL-
capable software fails to provide adequate error han-
dling.

Only 58.4% of the SSL-capable applications seed
the Pseudo Random Number Generator (PRNG)
with RAND_load_file() (24.7%), RAND_add() (6.5%) or
RAND_seed() (37.7%). This is surprising because incor-
rect seeding of the PRNG is considered a common se-
curity pitfall.

Roughly half of the SSL-capable software set the con-
text options for SSL with SSL_CTX_set_options (53.3%);
this modifies the default behavior of the SSL implemen-
tation. The option SSL_OP_ALL (37.7%) enables all bug
fixes.

SSL_OP_NO_SSLV2 option (31.2%) turns off SSLv2 and
respectively SSL_OP_NO_SSLV3 (13.0%) turns off the
support for SSLv3. The two options were usually com-
bined so that the application would just use TLSv1.

SSL_OP_SINGLE_DH_USE (7.8%) forces the implemen-
tation to re-compute the private part of the Diffie-
Hellman key exchange for each new connection. With
the exception of low-performance CPUs, it is usually
recommended that this option to be turned on since it
improves security.

The option SSL_OP_DONT_INSERT_EMPTY_FRAGMENTS
(6.5%) disables protection against an attack on the
block-chaining ciphers. The countermeasure is disabled
because some of the SSLv3 and TLSv1 implementa-
tions are unable to handle it properly.

8



37.7% of the SSL-capable software prefers to use only
TLSv1 (TLSv1_client_method()) and 20.1% of the SSL-
capable software prefers to fall back from TLSv1 to
SSLv3 when the server does not support TLSv1. How-
ever, the use of SSL_OP_NO_TLSV1 option indicates that
7% of the software is able to turn off TLSv1 support
completely. SSL_OP_CIPHER_SERVER_PREFERENCE
is used to indicate that the server’s preference
in the choosing of the cipher takes precedence.
SSL_OP_NO_SESSION_RESUMPTION_RENEGOTIATION
indicates the need for increased security as session
resumption is disallowed and a full handshake is always
required. The remaining options are workarounds for
various bugs.

As a summary of the SSL results, it appears that SSL-
capable applications are interested of the details of the
security configuration. However, some applications ini-
tialize OpenSSL incorrectly and also trade security for
backwards compatibility.

4.2.2 IPv6-Related Extensions

During the long transition to IPv6, we believe that the
simultaneous co-existence of IPv4 and IPv6 still repre-
sents problems for application developers. For example,
IPv6 connectivity is still not guaranteed to work every-
where. At the client side, this first appears as a problem
with DNS look-ups if they are operating on top of IPv6.
Therefore, some applications may try to look up simul-
taneously over IPv4 and IPv6 [25]. After this, the appli-
cation may even try to call connect() simultaneously over
IPv4 and IPv6. While these approaches can decrease the
initial latency, they also generate some additional traf-
fic to the Internet and certainly complicate networking
logic in the application.

At the server side, the applications also have to main-
tain two sockets: one for IPv4 and another for IPv6. We
believe this unnecessarily complicates the network pro-
cessing logic of applications and can be abstracted away
by utilizing network-application frameworks.

An immediate solution to the concerns regarding ad-
dress duplication is proposed in RFC4291 [6], which
describes IPv6-mapped IPv4 addresses. The idea is to
embed IPv4 addresses in IPv6 address structures and
thus to provide a unified data structure format for storing
addresses in the application.

Mapped addresses can be employed either manually or
by the use of AI_V4MAPPED flag for the getaddrinfo() re-
solver. However, the application first has to explicitly
enable the IPV6_V6ONLY socket option (0.1%) before
the networking stack will allow the IPv6-based socket to
be used for IPv4 networking. By default, IPv4 connec-
tivity with IPv6 sockets is disallowed in Linux because
they introduce security risks [10]. As a bad omen, of
the total six applications referencing the AI_V4MAPPED
flag, only one of them set the socket option as safe
guard.

The constants introduced by the IPv6 Socket API for
Source Address Selection [13] are available in Ubuntu
Lucid even though the support is incomplete. The flags
to extend the getaddrinfo() resolver and the proposed
auxiliary functions remain unavailable and only source
address selection through socket options is available.
Nevertheless, we calculated the proportion of IPv6-
capable client-side applications that explicitly choose a
source address. As an upper bound, 66.9% percent ap-
plications choose source addresses explicitly based the
dual use of connect() and bind(). This means that a major-
ity of IPv6 applications might be potentially interested
of the extensions for IPv6 Socket API for Source Ad-
dress Selection.

4.2.3 Other Protocol Extensions

The use of SCTP was very minimal in our set of ap-
plications and only three applications used SCTP. Net-
perf is a software used for benchmarking the network
performance of various protocols. Openser is a flexi-
ble SIP proxy server. Linux Kernel SCTP tools (lksctp-
tools) can be used for testing SCTP functionality in the
userspace.

As with SCTP, DCCP was also very unpopular. It was
referenced only from a single software package, despite
it being easier to embed in an application by merely us-
ing the SOCK_DCCP constant in the socket creation.

As described earlier, multipath TCP, HIP and SHIM6
have optional native APIs. The protocols can be used
transparently by legacy applications. This might boost
their deployment when compared with the mandatory
changes in applications for SCTP and DCCP.

The APIs for HIP-aware applications [9] may also face
a similar slow adoption path because the APIs require a
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new domain type for sockets in the Linux kernel. While
getaddrinfo() function can conveniently look up “wild-
card” domain types, the success of this new DNS re-
solver (23.5%) is still challenged by the deprecated geth-
ostbyname() (43.3%). SHIM6 does not face the same
problem as it works without any changes to the re-
solver and connections can be transparently “upgraded”
to SHIM6 during the communications.

The shared multihoming API for HIP- and SHIM6-
aware applications [8] may have a smoother migration
path. The API relies heavily on socket options and little
on ancillary options. This strikes a good balance be-
cause setsockopt() is familiar to application developers
(42.8%) and sendmsg() / recvmsg() with its ancillary op-
tion is not embraced by many (7%). The same applies
to the API for Multipath TCP [16] that consists solely of
socket options.

4.2.4 A Summary of the Sockets API Findings and
Their Implications

Table 2 highlights ten of the most important findings in
the Sockets APIs. Next, we go through each of them and
argue their implications to the development of network
applications.

Core Sockets API
1 IPv4-IPv6 hybrids 26.9%
2 TCP-UDP hybrids 26.3%
3 Obsolete DNS resolver 43.3%
4 UDP-based apps with multihoming issue 45.7%
5 Customize networking stack 51.4%
OpenSSL-based applications
6 Fails to initialize correctly 28.6%
7 Modifies default behavior 53.3%
8 OpenSSL-capable applications in total 10.9%
Estimations on IPv6-related extensions
9 Potential misuse with mapped addresses 83.3%
10 Explicit IPv6 Source address selection 66.9%

Table 2: Highlighted indicator sets and their reference
ratios

Finding 1. The number of hybrid applications support-
ing both IPv4 and IPv6 was fairly large. While this is a
good sign for the deployment of IPv6, the dual address-
ing scheme doubles the complexity of address manage-
ment in applications. At the client side, the application
has to choose whether to handle DNS resolution over

IPv4 or IPv6, and then create the actual connection with
either family. As IPv6 does not even work everywhere
yet, the client may initiate communications in parallel
with IPv4 and IPv6 to minimize latency. Respectively,
server-side applications have to listen for incoming data
flows on both families.

Finding 2. The hybrid applications using both TCP
and UDP amounted as much as TCP-only applications.
Thus, application developers seem to write many appli-
cation protocols to be run on with both transports. While
it is possible to write almost identical code for the two
transports, the Sockets API favors different functions for
the two. This unnecessarily complicates the application
code.

Finding 3. The obsolete DNS resolver was referenced
twice as more than the new one. This has negative im-
plications on the adoption of new Sockets API exten-
sions that are dependent on the new resolver. As con-
crete examples, native APIs for HIP and source address
selection for IPv6 may experience a slow adoption path.

Finding 4. We discovered a UDP multihoming problem
at the server side based on our experiments with three
software included in the data set. As an upper bound,
we estimated that the same problem affects 45.7% of
the UDP-based applications.

Finding 5. Roughly half of the networking software is
not satisfied with the default configuration of network-
ing stack and alters it with socket options, raw sockets or
other low-level hooking. However, we did not discover
any patterns (besides few popular, individually recurring
socket options) to propose as new compound socket op-
tion profiles for applications.

Findings 6, 7 and 8. Roughly every tenth application
was using OpenSSL but surprisingly many failed to ini-
tialize it appropriately, thus creating potential security
vulnerabilities. Half of the OpenSSL-capable applica-
tions were modifying the default configuration in some
way. Many of these tweaks improved backwards com-
patibility at the expense of security. This opens a ques-
tion why backwards compatibility is not well built into
OpenSSL and why so many “knobs” are even offered to
the developer3.

3Some of the implementations of SSL/TLS are considered “bro-
ken”; they do not implement at all or fix incorrectly some of the bugs
and/or functionalities in SSL/TLS.
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Finding 9. IPv6-mapped IPv4 addresses should not be
leaked to the wire for security reasons. As a solution,
the socket option IPV6_V6ONLY would prevent this leak-
age. However, only one out of total six applications
using mapped addresses were actually using the socket
option. Despite the number of total applications using
mapped address in general was statistically small, this
is an alarming sign because the number can grow when
the number of IPv6 applications increases.

Finding 10. IPv6 source address selection lets an appli-
cation to choose the type of an IPv6 source address in-
stead of explicitly choosing one particular address. The
extensions are not adopted yet, but we estimated the
need for them in our set of applications. Our coarse-
grained estimate is that two out of three IPv6 applica-
tions might utilize the extensions.

We have now characterized current trends with C-based
applications using Sockets API directly and highlighted
ten important findings. Of these, we believe findings 3,
4, 6 and 9 can be directly used to improved the exist-
ing applications in our data set. We believe that most of
the remaining ones are difficult to improve without in-
troducing changes to the Sockets API (findings 1, 2, 5)
or without breaking interoperability (finding 7). Also,
many of the applications appear not to need security at
all (finding 8) and the adoption of extensions (finding
10) may just take some time.

As some of the findings are difficult to adapt to the appli-
cations using Sockets API directly, perhaps indirect ap-
proaches as offered by network application frameworks
may offer easier migration path. For example, the first
two findings are related to management of complexity
in the Sockets API and frameworks can be used to hide
such complexity from the applications.

4.3 Network Application Frameworks

In this section, we investigate four network application
frameworks based the Sockets and POSIX API. In a
way, these frameworks are just other “applications” us-
ing the Sockets API and, thus, similarly susceptible to
the same analysis as the applications in the previous
sections. However, the benefits of improving a sin-
gle framework transcend to numerous applications as
frameworks are utilized by several applications. The
Sockets API may be difficult to change, but can be eas-
ier to change the details how a framework implements

the complex management of the Sockets API behind its
high-level APIs.

4.3.1 Generic Requirements for Modern Frame-
works

Instead of applying the highlighted findings described in
Section 4.2.4 directly, we some modifications due to the
different nature of network application frameworks.

Firstly, we reorganize the analysis “top down” and split
the topics into end-host naming, look up, multiplicity of
names and transport protocols and security. We also be-
lieve that the reorganization may be useful for extending
the analysis in the future.

Secondly, we arrange the highlighted findings according
to their topic. A high-level framework does not have
to follow the IP address oriented layout of the Sockets
API and, thus, we investigate the use of symbolic host
names as well. The reconfiguration of the stack (finding
5) was popular but we could not suggest any significant
improvements on it, so it is omitted. Finally, we split
initiating of parallel connectivity with IPv4 and IPv6 as
their own requirements for both transport connections
and DNS look ups.

Consequently, the following list reflects the Sockets API
findings as modified requirements for network applica-
tion frameworks:

R1: End-host naming

R1.1 Does the API of the framework support sym-
bolic host names in its APIs, i.e., does the
framework hide the details of hostname-to-
address resolution from the application? If
this is true, the framework conforms to a sim-
ilar API as proposed by Name Based Sockets
as described in section 2.2. A benefit of this
approach is that implementing requirements
R1.2, R2.2, R3.1 and 3.3 becomes substan-
tially easier.

R1.2 Are the details of IPv6 abstracted away from
the application? In general, this requirement
facilitates adoption of IPv6. It could also be
used for supporting Teredo based NAT traver-
sal transparently in the framework.

11



R1.3 IPv6-mapped addresses should not be present
on the wire for security reasons. Thus, the
framework should manually convert mapped
addressed to regular IPv4 addresses before
passing to any Sockets API calls. Al-
ternatively, the frameworks can use the
AI_V4MAPPED option as a safe guard to pre-
vent such leakage.

R2: Look up of end-host names

R2.1 Does the framework implement DNS look
ups with getaddrinfo()? This is important for
IPv6 source address selection and native HIP
API extensions because they are dependent
on this particular function.

R2.2 Does the framework support parallel DNS
look ups over IPv4 and IPv6 to optimize la-
tency?

R3: Multiplicity of end-host names

R3.1 IPv6 source address selection is not widely
adopted yet but is the framework modular
enough to support it especially at the client
side? As a concrete example, the frame-
work should support inclusion of new param-
eters to its counterpart of connect() call to sup-
port application preferences for source ad-
dress types.

R3.2 Does the server-side multihoming for UDP
work properly? As described earlier, the
framework should use SO_BINDTODEVICE
option or sendmsg()/recvmsg() interfaces in a
proper way.

R3.3 Does the framework support parallel connect()
over IPv4 and IPv6 to minimize the latency
for connection set-up?

R4: Multiplicity of transport protocols

R4.1 Are TCP and UDP easily interchangeable?
“Easy” here means that the developer merely
changes one class or parameter but the APIs
are the same for TCP and UDP. It should be
noted that this has also implications on the
adoption of SCTP and DCCP.

R5: Security

R5.1 Does the framework support SSL/TLS?

R5.2 Does the SSL/TLS interface provide reason-
able defaults and abstraction so that the de-
veloper does not have to configure the details
of the security?

R5.3 Does the framework initialize the SSL/TLS
implementation automatically?

4.3.2 ACE

ACE version 6.0.0 denotes one end of a transport-layer
session with ACE_INET_Addr class that can be initiated
both based on a symbolic host name and a numeric
IP address. Thus, the support for IPv6 is transparent
if the developer resorts solely on host names and uses
AF_UNSPEC to instantiate the class. ACE supports also
storing of IPv4 addresses in the IPv6-mapped format in-
ternally but translates them to the normal IPv4 format
before returning them to the requesting application or
using on the wire.

In ACE, IP addresses can be specified using strings.
This provides a more unified format to name hosts.

ACE supports getaddrinfo() function and resorts to get-
nameinfo() only when the OS (e.g. Windows) does not
support getaddrinfo().

With UDP, ACE supports both connected (class
ACE_SOCK_CODgram) and disconnected communica-
tions (class ACE_SOCK_Dgram). We verified the UDP
multihoming problem with test software included in the
ACE software bundle. More specifically, we managed
to repeat the problem with connected sockets which
means that the ACE library shares the same bug as
iperf, nc and nc6 software as described earlier. Dis-
connected UDP communications did not suffer from this
problem because ACE does not fix the remote commu-
nication end-point for such communications with con-
nect(). It should be also noted that a separate class,
ACE_Multihomed_INET_Addr, supports multiaddressing
natively.

A client can connect to a server using TCP with class
ACE_SOCK_Connector in ACE. The instantiation of the
class supports flags which could be used for extending
ACE to support IPv6 source address selection in a back-
wards compatible manner. While the instantiation of
connected UDP communications does not have a similar
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flag, it still includes few integer variables used as binary
arguments that could be overloaded with the required
functionality. Alternatively, new instantiation functions
with different method signature could be defined using
C++. As such, ACE seems modular enough to adopt
IPv6 source address selection with minor changes.

For basic classes, ACE does not support ac-
cepting of communications simultaneously with
both IPv4 and IPv6 at the server side. Class
ACE_Multihomed_INET_Addr has to be used to sup-
port such behaviour more seamlessly but it can be used
both at the client and server side.

Changing of the transport protocol in ACE is straight-
forward. Abstract class ACE_Sock_IO defines the ba-
sic interfaces for sending and transmitting data. The
class is implemented by two classes: an applica-
tion instantiates ACE_Sock_Stream class to use TCP or
ACE_SOCK_Dgram to use UDP. While both TCP and
UDP-specific classes supply some additional transport-
specific methods, switching from one transport to an-
other occurs merely by renaming the type of the class
at the instantiation, assuming the application does not
need the transport-specific methods.

ACE supports SSL albeit it is not as interchangeable as
TCP with UDP. ACE has wrappers around accept() and
connect() calls in its Acceptor-Connector pattern. This
hides the intricacies of SSL but all of the low-level de-
tails are still configurable when needed. SSL is initial-
ized automatically and correctly.

4.3.3 Boost::Asio

Boost::Asio version 1.47.0 provides a class for denot-
ing one end of a transport-layer session called endpoint
that can be initiated through resolving a host name or a
numeric IP. By default, the resolver returns a set of end-
points that may contain both IPv4 and IPv6 addresses
4. These endpoints can be given directly to the con-
nect() wrapper in the library that connects sequentially
to the addresses found in the endpoint set until it suc-
ceeds. Thus, the support for IPv6 is transparent if the
developer has chosen to rely on host names. Boost::Asio
can store IPv4 addresses in the IPv6-mapped form. By
default, the mapped format is used only when the de-
veloper explicitly sets the family of the address to be

4IPv6 addresses are queried only when IPv6 loopback is present

queried to IPv6 and the query results contain no IPv6
addresses. The mapped format is only used internally
and converted to IPv4 before use on the wire.

Boost::Asio uses POSIX getaddrinfo() when the under-
lying OS supports it. On systems such as Windows
(older than XP) and Cygwin, Boost::Asio emulates
getaddrinfo() function by calling gethostbyaddr() and geth-
ostbyname() functions. The resolver in Boost::Asio in-
cludes flags that could be used for implementing source
address selection (and socket options are supported as
well).

Boost::Asio does not support parallel IPv4 and IPv6
queries, nor does it provide support for simultaneous
connection set up using both IPv4 and IPv6.

We verified the UDP multihoming problem with exam-
ple software provided with the Boost::Asio. We man-
aged to repeat the UDP multihoming problem with con-
nected sockets which means that the Boost::Asio library
shares the same bug as iperf, nc and nc6 as described
earlier.

Boost::Asio defines basic interfaces for sending and re-
ceiving data. An application instantiates ip::tcp::socket
to use TCP or ip::udp::socket to use UDP. While
both classes provide extra transport-specific methods,
switching from one transport to another occurs merely
by renaming the type of the class at the instantiation
assuming the application does not need the transport-
specific methods.

Boost::Asio supports SSL and TLS. The initial-
ization is wrapped into the SSL context creation.
In Boost::Asio, the library initialization is actually
done twice as OpenSSL_add_ssl_algorithms() is a syn-
onym of SSL_library_init() and both are called sequen-
tially. PRNG is not automatically initialized with
RAND_load_file(), RAND_add() or RAND_seed(), although
Boost::Asio implements class random_device which can
be easily used in combination with RAND_seed() to seed
the PRNG.

4.3.4 Java.net

Java.net in OpenJDK Build b147 supports both auto-
mated connections and manually created ones. Within a
single method that inputs a host name, its API hides re-
solving a host name to an IP address from DNS, creation
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of the socket and connecting the socket. Alternatively,
the application can manage all of the intermediate steps
by itself.

The API has a data structure to contain multiple ad-
dresses from DNS resolution. The default is to try a
connection only with a single address upon request, al-
beit this is configurable. The internal presentation of
a single address, InetAddress, can hold an IPv4 or IPv6
address and, therefore, the address family is transpar-
ent when the developer resorts solely on the host names.
The API supports v4_mapped address format as an inter-
nal presentation format but it is always converted to the
normal IPv4 address format before sending data to the
network.

Before using IPv6, Java.net checks the existence of the
constant AF_INET6 and that a socket can be associated
with a local IPv6 address. If java.net discovers support
for IPv6 in the local host, it uses the getaddrinfo() but
otherwise gethostbyname() function for name resolution.
DNS queries simultaneously over IPv4 and IPv6 are not
supported out-of-the-box. However, the SIP ParallelRe-
solver package in SIP communicator 5 could be used to
implement such functionality.

We verified the UDP multihoming problem with exam-
ple software provided with the java.net. We managed to
repeat the UDP multihoming problem with connected
sockets. This means that the java.net library shares the
same bug as iperf, nc and nc6 as described earlier.

Java.net naming convention favors TCP because a
“socket” always refers to a TCP-based socket. If the
developer needs a UDP socket, he or she has to instanti-
ate a DatagaramSocket class. Swapping between the two
protocols is not trivial because TCP-based communica-
tion uses streams, where as UDP-based communication
uses DatagramPacket objects for I/O.

IPv6 source address selection is implementable in
java.net. TCP and UDP-based sockets could include a
new type of constructor or method, and java has socket
options as well. The method for DNS look ups, InetAd-
dress.getByName(), is not extensive enough and would
need an overloaded method name for the purpose.

Java.net supports both SSL and TLS. Their details are
hidden by abstraction, although it is possible to config-
ure them explicitly. All initialization procedures are au-
tomatic.

5net.java.sip.communicator.util.dns.ParallelResolver

4.3.5 Twisted

With Twisted version 10.2, python-based applications
can directly use host names to create TCP-based con-
nections. However, the same does not apply to UDP;
the application has to manually resolve the host name
into an IP address before use.

With the exception of resolving of AAAA records from
the DNS, IPv6 support is essentially missing from
Twisted. Thus, mapped addresses and parallel connec-
tions over IPv4 and IPv6 remain unsupported due to lack
of proper IPv6 support. Some methods and classes in-
clude “4” suffix to hard code certain functions only to
IPv4 which can hinder IPv6 interoperability.

Introducing IPv6 source address selection to Twisted
would be relatively straightforward, assuming IPv6 sup-
port is eventually implemented. For example, Twisted
methods wrappers for connect() function input host
names. Therefore, the methods could be adapted to in-
clude a new optional argument to specify source address
preferences.

The twisted framework uses gethostbyname() but has also
its own implementation of DNS, both for the client and
server side. As IPv6 support is missing, the framework
cannot support parallel look ups.

The UDP multihoming issue is also present in Twisted.
We observed this by experimenting with a couple of
client and server UDP applications in the Twisted source
package.

TCP and UDP are quite interchangeable in Twisted
when the application uses the Endpoint class because it
provides abstracted read and write operations. However,
two discrepancies exists. First, Creator class is tainted
by TCP-specific naming conventions in its method con-
nectTCP(). Second, applications cannot read or write
UDP datagrams directly using host names but first have
to resolve them into IP addresses.

Twisted supports TLS and SSL in separate classes.
TLS/SSL can be plugged into an application with rela-
tive ease due to modularity and high-level abstraction of
the framework. The details of SSL/TLS are configurable
and Twisted provides defaults for applications that do
not need special configurations. With the exception of
seeding the PRNG, the rest of the details of TLS/SSL
initialization are handled automatically.
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4.3.6 A Summary of the Framework Results

We summarize how the requirements were met by each
of the four frameworks in Table 3. Some of the require-
ments were unmet in all of the frameworks. For exam-
ple, all frameworks failed to support UDP-based mul-
tihoming (R3.2) and parallel IPv4/IPv6 connection ini-
tialization for clients (R3.3). Also, SSL/TLS initializa-
tion (R5.3) was not implemented correctly in all frame-
works. In total, 56 % of our requirements were com-
pletely met in all of the frameworks.

Req. ACE Boost::Asio Java.net Twisted
R1.1 X X (X)
R1.2 X X X
R1.3 X X X N/A
R2.1 X X X
R2.2
R3.1 X X X X
R3.2
R3.3
R4.1 X X (X)
R5.1 X X X X
R5.2 X X X X
R5.3 X (X) X (X)

Table 3: Summary of how the frameworks meet the re-
quirements

5 Related and Future Work

At least three other software-based approaches to ana-
lyze applications exist in the literature. Camara et al. [3]
developed software and models to verify certain errors
in applications using the Sockets API. Ammons et al. [1]
have investigated machine learning to reverse engineer
protocol specifications from source code based on the
Sockets API. Palix et al. [14] have automatized finding
of faults in the Linux kernel and conducted a longitudi-
nal study.

We did not focus on the development of automatized
software tools but rather on the discovery of a number
of novel improvements to applications and frameworks
using the Sockets API. While our findings could be fur-
ther automatized with the tools utilized by Camara, Am-
mons and Palix et al., we believe such an investigation
would be in the scope of another article.

Similarly to our endeavors with multihoming, Multiple
Interfaces working group in the IETF tackles the same

problem but in broader sense [2, 24]. Our work supple-
ments their work, as we explained a very specific multi-
homing problem with UDP, the extent of the problem in
Ubuntu Linux and the technical details how the problem
can be addressed by developers.

6 Conclusions

In this article, we showed empirical results based on
a statistical analysis of open-source network software.
Our aim was to understand how the Sockets APIs and its
extensions are used by network applications and frame-
works. We highlighted ten problems with security, IPv6
and configuration. In addition to describing the generic
technical solution, we also reported the extent of the
problems. As the most important finding, we discov-
ered that 28.6% of the C-based network applications in
Ubuntu are vulnerable to attacks because they fail to ini-
tialize OpenSSL properly.

We applied the findings with C-based applications to
four example frameworks based on the Sockets API.
Contrary to the C-based applications, we analyzed the
frameworks in a top-down fashion along generalized di-
mensions of end-host naming, multiplicity of names and
transports, name look up and security. Consequently, we
proposed 12 networking requirements that were com-
pletely met by a little over half of the frameworks in
total. For example, all four frameworks consistently
failed to support UDP-based multihoming and parallel
IPv4/IPv6 connection initialization for the clients. Also
the TLS/SSL initialization issue was present in some of
the frameworks. With the suggested technical solutions
for Linux, we argue that hand-held devices with multi-
access capabilities have improved support for UDP, the
end-user experience can be improved by reducing la-
tency in IPv6 environments and security is improved for
SSL/TLS in general.
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ABSTRACT
The Host Identity Protocol (HIP) is a promising solution for
dynamic network interconnection. HIP introduces a name-
space based on cryptographically generated Host Identifiers.
In this paper, two different API variants for accessing the
namespace are described, namely the legacy and the native
APIs. Furthermore, we present our implementation expe-
rience on applying the APIs to a number of applications,
including FTP, telnet, and personal mobility. Well-known
problems of callbacks and referrals, i.e., passing the IP ad-
dress within application messages, are considered for FTP
in the context of HIP. We show that the callback problem is
solvable using the legacy API. The APIs are important for
easy transition to HIP-enabled networks. Our experimen-
tation with well-known network applications indicate that
porting applications to use the APIs is realistic.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols—applications, protocol architecture; C.2.1 [Com-

puter-Communication Networks]: Network Architec-
ture and Design

General Terms
Design, Experimentation, Security, Standardization

Keywords
Host Identity Protocol, sockets API, referral, personal mo-
bility
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1. INTRODUCTION
The interconnection of mobile nodes, mobile networks,

and multi-homed hosts is a challenging task within the cur-
rent Internet architecture. The Host Identity Protocol (HIP)
being developed by the IETF [8] is a promising solution to
address these issues. The HIP layer is located between the
network and transport layers and provides a new crypto-
graphic addressing space for applications, where communi-
cation endpoints are identified using public cryptographic
keys instead of IP addresses. However, HIP by itself provides
no benefits unless there are applications using the protocol.
In this paper, we consider the important problems of accom-
modating legacy applications to run on top of HIP, and of
designing a native HIP API for new networking applications.

The fundamental idea behind HIP is to divide the address
of a network-addressable node to two parts: the identifier
and locator parts. The identifier part uniquely names the
host using a cryptographic namespace and the locator part
uniquely defines the topological location of the node in the
network.

The main benefits of the new HIP namespace are statis-
tically unique identifiers, separation of identifiers from their
topological location, better support for delegation and in-
termediaries, multi-homing/mobility support, and security
features such as authentication and confidentiality [8, 1, 15].
Recently, many systems based on globally unique flat name-
spaces have been proposed, including Unmanaged Internet
Protocol (UIP) [3], i3 [15], and Delegation Oriented Archi-
tecture (DOA) [1]. IPv6 addresses some of the concerns
with IPv4 and Network Address Translations (NATs), but
still couples the identity of the hosts with the location.

The introduction of a new namespace requires considera-
tion of two new architectural issues: how the new namespace
is used in packets, and how the identifiers are resolved and
distributed. In addition, mechanisms that allow applica-
tions to leverage the properties of the namespace are needed.
We focus on the applications and present two APIs, legacy
API [4] and native HIP API [6]. The APIs are all included
in our HIP for Linux implementation [2].

The rest of the paper is organized as follows. A brief



overview of HIP architecture is given in Section 2. In Sec-
tion 3, the legacy and native APIs for HIP are described. In
Section 4, we illustrate the use of HIP APIs for FTP, Telnet,
and personal mobility applications. Section 5 concludes the
paper.

2. THE HIP NAMESPACE
HIP [8] introduces a new Host Identifier (HI) namespace

for the Internet. The HIs are disjoint from the IPv4 and
IPv6 namespaces in order to provide location independent
identification of upper-layer endpoints. By decoupling the
network-layer identifiers from the upper-layer identifiers, the
HIP architecture provides a sound foundation on which to
build mobility and multi-homing support. The upper layers
have stable endpoint identifiers, but network-layer addresses
can change dynamically.

The endpoints are identified using asymmetric cryptogra-
phy. A HI is the public key component of an asymmetric
key pair. The private key is owned by the endpoint, making
impersonating another endpoint very difficult. HIP uses the
HIs as Transport Layer Identifiers (TLIs). The locators, i.e.,
IP addresses, are used only in the network layer. There is
a one-to-many binding between a HI and the corresponding
locators [11]. As the HI is essentially a variable-sized pub-
lic key, it is difficult to use in datagram headers. Further,
long identifiers are difficult to support in the sockets API
because it imposes a limit of 255 bytes to socket address
structures. To address these problems, the HIP architecture
also includes fixed-size representations of the HI. A Host
Identity Tag (HIT) is a 128-bit long hash of the HI, and a
Local Scope Identifier (LSI) is a 32-bit representation of the
HIT.

In the traditional TCP/IP model, connection associations
in the application layer are uniquely distinguished by the
source IP address, destination IP address, source port, des-
tination port, and transport protocol type. HIP changes
this model by using HITs in the place of IP addresses. The
HIP model is further expanded in the native HIP API model
by using Endpoint Descriptors (EDs) instead of HITs. Now,
the application layer uses source ED, destination ED, source
port, destination port, and transport protocol type to distin-
guish between different connection associations. The name-
space model used in the native HIP API is shown in Figure 1.

Transport Layer

HIP Layer

Network Layer

HI, port

HI

IP address

User Interface

Application Layer

Host name

ED, port and
protocol type

Figure 1: The HIP namespace model

The ED is used for hiding the representation of endpoints
from applications in the native HIP API. It acts as a handle

or an alias to the corresponding HI on the host. It is an
integer having only local significance, similar to a file or
socket descriptor. This kind of identifier with only local
significance appears also in other namespace models, such
as in OCALA [5].

The difference between the application and transport layer
identifiers is that the transport layer uses HIs instead of
EDs. The TLI is named with source HI, destination HI,
source port, and destination port at the transport layer.
Correspondingly, the HIP layer uses HIs as identifiers. The
HIP Security Associations (SAs) are based on source HI and
destination HI pairs. The network layer uses IP addresses,
i.e., locators, for routing. The network layer interacts with
the HIP layer to exchange information about changes in the
addresses of local interfaces and peers.

The native HIP API socket bindings are visualized in Fig-
ure 2. A HIP socket is associated with one source and one
destination ED, along with their port numbers and the pro-
tocol type. Multiple EDs and ports can be associated with
a single HI. Further, the source HI is associated with a set
of network interfaces at the local host. The destination HI,
in turn, is associated with a set of destination addresses of
the peer.
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1

HIP
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Src IfaceSrc HI
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Figure 2: Native HIP API socket bindings

We believe that using EDs instead of HITs at the ap-
plication layer has two useful properties. First, it simplifies
implementing opportunistic base exchange, and second, EDs
can be seen as a higher-layer concept to separate application-
layer identifiers from those of lower layers.

In opportunistic base exchange the initiator does not know
the responder’s HIT, but only its IP address. Trying to im-
plement this with the legacy API using the standard sockets
API forces the application to associate its socket with the
responder’s IP address instead of its HIT. This increases
the complexity of the HIP implementation, since a mapping
from IPs to HITs is now needed, and it may not function
reliably when IP addresses change due to mobility. In the
native HIP API, however, the application binds to an ED.
The HIP implementation can then transparently associate
this ED with the responder’s HIT that is learned later dur-
ing the base exchange. Since EDs are already used in the
native HIP API, supporting opportunistic mode does not
increase the complexity of the HIP implementation.

It also seems to us that the new abstraction layer pro-
vided by the EDs may have some synergy with service iden-
tifiers [1] or session layer identifiers [14]. However, we are
currently investigating this idea, and will not consider it
further in this paper.



3. HIP API
In this section, we describe two APIs for applications to

access the HIP namespace. The APIs are described in the C
programming language, although Java is also supported by
our implementation. First, we present the legacy API which
is intended as an easy migration path towards HIP-enabled
applications. Next, we present the native HIP API that
allows applications to fully utilize the new namespace and
protocol. Finally, we discuss problems related to referrals.

3.1 Legacy API
Network applications typically use host names to address

peers. Host names have to be resolved to IPv6 addresses
from the Domain Name System (DNS) in the resolver li-
brary before network connections can be established with
peers. In the legacy API, the resolver routine has been mod-
ified to prefer HITs as the result of DNS queries instead of
IPv6 addresses. Otherwise, the legacy API appears like the
standard sockets API to the application.

We modified the resolver library to support HIP in two
ways. In transparent mode, the DNS queries resolve silently
to HITs instead of IPv6 addresses. For backwards compat-
ibility, the resolver returns IP addresses if no HITs were
found. The greatest benefit of the transparent mode is that
it requires no changes in the application. However, a draw-
back of the transparent mode is that the resolver is not guar-
anteed to always return HITs. To address this shortcoming,
applications can use the resolver in explicit mode by pass-
ing a flag explicitly to the resolver. This flag enforces the
use of HIP by making the resolver return only HITs to the
application. Effectively, this means that connections will be
established using HIP or not at all. This way, HIP can be
used with minimal changes in HIP-aware applications.

Example code using the legacy API is shown in Figure 3.
The only modification from a standard socket application is
the use of a flag flag to enable the explicit mode.

struct addrinfo hints, *res, *try;

char *hello = "hello";

int err, int bytes, sock;

memset(hints, 0, sizeof(hints));

hints.ai_flags = AI_HIP;

hints.ai_family = AF_INET6;

hints.ai_socktype = SOCK_STREAM;

err = getaddrinfo("www.host.org", "echo",

&hints, &res);

sock = socket(res->ai_family,

res->ai_socktype,

res->protocol);

for (try = res; try; try = try->ai_next)

err = connect(sock, try->ai_addr,

try->ai_addrlen);

bytes = send(sock, hello, strlen(hello), 0);

bytes = recv(sock, hello, strlen(hello), 0);

err = close(sock);

err = freeaddrinfo(res);

Figure 3: A “Hello, world” client using the legacy

API.

3.2 Native HIP API
The legacy API requires only minor changes in applica-

tions, and therefore it cannot utilize all features of a HIP-
enabled networking stack. Applications requiring more con-
trol over the HIP layer can use the native HIP API [6]. The
most significant difference between the legacy and the native
APIs is that the native HIP API can use public-key identi-
ties in the userspace sockets API. A direct benefit of this is
that the users can provide their own public key identifiers
to the networking stack. As a result, the identities are not
bound to just hosts; they can be bound to users, processes,
or groups. For instance, process migration systems [7] may
benefit from this as the HI can be moved along with the
process. In addition, if DNS is used to store public keys
instead of HITs [10], the explicit public key handling in the
native HIP API should become useful.

We propose a PF HIP protocol family to be available in
HIP-enabled network stacks. HIP-aware applications use
the existing transport layer sockets API and specify this
new protocol family when creating sockets. By creating a
HIP-enabled socket, an application can detect whether HIP
is supported on the local host. Similarly, an application can
detect HIP support in a peer host by resolving the EDs of
the peer. If the peer does not support HIP, the resolver
returns an empty set.

The syntax of the native HIP API is similar to the legacy
API. The crucial differences are the use of PF HIP instead
of AF INET6, and a new socket structure for EDs. The re-
solver function is used in a similar way as the legacy API
resolver [6]. An example use of the native HIP API is shown
in Figure 4. The example uses an application-specified iden-
tifier from the file /home/mk/hip host dsa key.

int sockfd, err, family = PF_HIP,

type = SOCK_STREAM;

char *user_priv_key = "/home/mk/hip_host_dsa_key";

struct endpoint *endpoint;

struct sockaddr_ed my_ed;

struct endpointinfo hints, *res = NULL;

err = load_hip_endpoint_pem(user_priv_key,

&endpoint);

err = setmyeid(&my_ed, "", endpoint, NULL);

sockfd = socket(family, type, 0);

err = bind(sockfd, (struct sockaddr *) &my_ed,

sizeof(my_ed));

memset(&hints, 0, sizeof(&hints));

hints.ei_socktype = type;

hints.ei_family = family;

err = getendpointinfo("www.host.org", "echo",

&hints, &res);

/* connect, send and recv as in Figure 3 */

Figure 4: A “Hello, world” client with application-

specified identifiers in the native HIP API.

An application can control the HIP layer better using the
native HIP API than the legacy API. For example, the ap-
plication can set the base exchange puzzle to be more dif-
ficult for a specific server port number, request for higher
SA lifetimes, use smaller (and less secure) key lengths, or



even specify its own HIs. Quality of Service (QoS) related
attributes can also be accessed through the native HIP API
to allow the simultaneous use of multiple IP flows. This en-
ables applications to benefit from soft-handover strategies,
or to select a data path depending on the available QoS.
For example, the application can be notified when a LAN
interface of the host is activated, so that the application can
use it for data traffic instead of a slow WLAN link.

3.3 The Referral Problem
HIP introduces a new address space for the transport

layer. Basically, the address space is flat although it is pos-
sible to use type 2 [8, 10] HITs that contain a domain prefix.
Using the prefix, HITs can be resolved to IP addresses from
the DNS. However, the problem with this approach is that
it has some security implications due to the increased prob-
ability of HIT collisions. As a consequence, we may need to
have full-length type 1 HITs [8, 10] in the future.

However, this causes problems for applications that need
a remote application to initiate a connection. Currently
they communicate either their own IP address (callback) or
that of a third party (referral) [12]. The remote applica-
tion will later connect to the communicated address. Using
the legacy API with such applications would replace these
IP addresses with HITs. However, since HITs cannot be
resolved to IP addresses in the current DNS infrastructure,
the remote application cannot typically initiate the required
connection.

There are at least three ways to solve this problem. One
way is to modify the DNS infrastructure to support type 2
HIT lookup. The second way is to use an overlay based on
a flat namespace such as Internet Indirection Infrastructure
(i3) [17] to support resolving of HITs. Third, the overlay
can also be used for packet routing, at least for the initial
HIP signaling [9], but this is out of the scope of this paper.

4. HIP APPLICATIONS
In this section, we present three HIP-enabled applications.

We begin with an FTP application, which has been labeled
by the community as challenging for HIP. Then, we examine
a Telnet application that was ported to use the native HIP
API. Finally, we describe an application of personal mobility
with HIP.

4.1 FTP and Referrals
File Transfer Protocol (FTP) [13] uses two separate chan-

nels (TCP connections) for communication, one for control
and one for data. The data channel can be initiated in two
ways. In a passive mode, the server passes its IP address
and port number as a callback to the client using the con-
trol channel. Then the client initiates a data channel to the
server based on the IP address and port number given by
the server. In an active mode, it is the vice versa: the server
initiates the data channel to the IP address and port given
by the client.

The FTP way of passing addresses as callbacks can be
considered problematic when HIP is used because HITs are
used instead of IP addresses. The crux of the problem is that
the application may not be able to resolve a given HIT to
a routable IP address. We decided to experiment with this
problem using the legacy API with an initial expectation of
failure.

Our callback experiment used IPv6-enabled FTP client

and server software (lftp version 3.1.3 and proftpd version
1.2.10). Both the client and the server used the legacy API,
thus requiring no modifications. We carried out a simple test
where the client contacted the HIT of the server and down-
loaded a file. Surprisingly, both modes, active and passive,
worked properly. We also experimented with a mobility han-
dover during file download by changing the currently active
address of the client. This caused only a relatively small
delay during the file download.

The reason why the callback worked in the case of FTP is
that once the client (initiator) and server (responder) have
established a security association, they are aware of each
other’s HIT-to-IP mappings. The mapping from the HIT to
IP address(es) is not lost because it is valid at least for the
lifetime of the IPsec SA.

However, the callbacks are only a part of the problem. In
the FTP case, it is possible to use referrals instead of call-
backs, but fortunately this feature is rarely used. The refer-
ral problem occurs when the client creates a new data chan-
nel using the FTP protocol to server A, but redirects it to
another server B. As the redirection is based on a HIT, server
B must resolve the HIT to an IP address, which requires sup-
port from the infrastructure. We already described three
general solutions to this problem in Section 3.3. Addition-
ally, it would also be possible to extend the FTP protocol
to use either FQDNs or HITs and IP addresses together.

4.2 Telnet
We ported an IPv6-enabled Telnet client and daemon to

use the native HIP API. We configured the native HIP API
into the code as a compile-time option. The porting process
itself was quite straightforward. As the native HIP API
resolver name and related data structure are named differ-
ently from their IP-based API correspondents, the porting
process consisted mainly of search and replace operations in
the source code. The API names are different to emphasize
the introduction of the new namespace in the resolver but
the syntax is almost identical [6].

4.3 Personal Mobility
Personal mobility and device personalization are becom-

ing an important part of applications and mass-market de-
vices. Personal mobility occurs when the user changes de-
vices. Personalization is needed to change the user experi-
ence on a new device to meet the user’s expectations. Al-
most all recent mobile phones support personalization of the
device to accommodate the user’s preferences, for example
in call settings, buddy-lists, and user interface appearance.

A HI can be used to support personal mobility and de-
vice personalization. This is accomplished by associating
the HI with a user and using a smartcard or a USB stick
to store the HI. Personal mobility takes place when the user
inserts the identity storage device containing the HI into a
terminal device. The HI can then be used to initiate a HIP
connection, and to support mobility and multi-homing. The
HI may also be used to locate, download, and synchronize
data needed for device personalization, such as device, user
interface, and preference profiles. Since the HI is a public
cryptographic key, it allows authentication of the client as
well as confidentiality of the personalization data.

We experimented with a scenario in which the HI is stored
on a USB memory stick and can be moved between differ-
ent machines. The insertion of the USB stick is detected



automatically. After detection, the HI is loaded to the HIP
kernel module, and then used by applications. We demon-
strated HIP-based connections in personal mobility for file
synchronization and for streaming audio playback.

In our scenario, the USB stick only contains the HI, and
the connections are not persistent. In the future we also plan
to store data related to the session state on the stick so that
connections can be restored at the new location. In addition,
we envision that the USB stick can be replaced with a smart
card that can create and verify signatures directly. This way,
users can use their personal identities even on untrusted
hosts (for example in Internet cafes) without compromising
their private keys. Further, users can prevent other people
from tracking their personal identifier and location by using
either short-lived HIs or “blinded” HITs [16].

5. CONCLUSION
In this paper we have presented the legacy and the native

APIs of our Linux-based HIP implementation. The legacy
API does not necessarily require changes to applications.
The native API requires modifications, but allows applica-
tions to provide their own public key identities. The cryp-
tographic namespace is useful for applications and we dis-
cussed the implications for three example applications: FTP,
Telnet, and personal mobility and personalization. Initially,
we expected HIP-enabled FTP to be hindered by the call-
back problem, but our analysis and experimentation showed
that callbacks are not an issue. We observed that it was rel-
atively straightforward to port a Telnet utility to use the
native HIP API. As an example of the benefits of the na-
tive HIP API, we discussed personal mobility and device
personalization using Host Identifiers and USB sticks.

As a conclusion, we envisage that simple network applica-
tions use the legacy API in a transparent fashion, and more
advanced applications utilize the new namespace using the
native HIP API. We expect that the migration to HIP may
require changes in some applications, but our experiments
with basic networking utilities and the legacy API indicate
that the introduction of the new namespace is realistic.
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Abstract. In this paper, we present a general host identity-based tech-
nique for mitigating unsolicited traffic across different domains. We pro-
pose to tackle unwanted traffic by using a cross-layer technique based
on the Host Identity Protocol (HIP). HIP authenticates traffic between
two communicating end-points and its computational puzzle introduces a
cost to misbehaving hosts. We present a theoretical framework for inves-
tigating scalability and effectiveness of the proposal, and also describe
practical experiences with a HIP implementation. We focus on email
spam prevention as our use case and how to integrate HIP into SMTP
server software. The analytical investigation indicates that this mecha-
nism may be used to effectively throttle spam by selecting a reasonably
complex puzzle.

1 Introduction

One challenge with the current Internet architecture is that it costs very little to
send packets. Indeed, many proposals attempt to introduce a cost to unwanted
messages and sessions in order to cripple spammers’ and malicious entities’ abil-
ity to send unsolicited traffic. From the network administration viewpoint, spam
and DoS traffic comes in two flavors, inbound and outbound traffic. Inbound
traffic originates from a foreign network and outbound traffic is sent to a for-
eign network. Typically, spam and packet floods originate from networks infested
with zombie machines. A zombie machine is a host that has been taken over by
spammers or persons working for spammers, e.g., using Trojans or viruses.

We address the problem of unsolicited network traffic. We use two properties
unique to the Host Identity Protocol (HIP) protocol: First, hosts are authen-
ticated with their public keys which can be used for identifying well-behaving
SMTP servers. Second, a computational puzzle introduces a cost to misbehav-
ing hosts. Our approach has a cross-layer nature because a lower-layer security
protocol is used to the benefit of higher-layer protocols.

2 Host Identity Protocol

The Host Identity Protocol (HIP) [9] addresses mobility, multi-homing, and se-
curity issues in the current Internet architecture. HIP requires a new layer in
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the networking stack, logically located between the network and transport layers,
and provides a new, cryptographic namespace. HIP is based on identifier-locator
split which separates the identifier and locator of an Internet host. The identifier
uniquely names the host in a cryptographic namespace, and the locator defines
a topological location of the node. Communication end points are identified us-
ing public cryptographic keys instead of IP addresses. The public keys used for
HIP are called Host Identifiers (HIs) and each host generates at least one HI for
itself.

The HIs can be published as separate HIP-specific records in the DNS [11].
Legacy applications can use HIP transparently without any changes. Typically,
the application calls the system resolver to query the DNS to map the host
name to its corresponding address. If a HIP record for the host name does
not exist, the resolver returns a routable IPv4 or IPv6 address. Otherwise, the
resolver returns a Host Identifier fitted into an IPv4 or IPv6 address. Local-
Scope Identifier (LSI) is a virtual IPv4 address assigned locally by the host and
it refers to the corresponding HI. Host Identity Tag (HIT) is an IPv6 address
derived directly from the HI by hashing and concatenation. An LSI is valid only
in the local context of the host whereas a HIT is statistically globally unique.

When an application uses HIP-based identifiers for transport-layer communi-
cations, the underlying HIP layer is invoked to authenticate the communication
end-points. This process is called the base exchange, during which the end points
authenticate to each other using their public keys. The host starting the base
exchange, the initiator, is typically a client, and the other host, the responder, is
typically a server. During the base exchange, the initiator has to use a number
of CPU cycles to solve a computational puzzle. The responder can increase the
computational difficulty of the puzzle to throttle new incoming HIP sessions.
Upon successful completion, both end-hosts create a session state called HIP
association.

The base exchange negotiates an end-to-end tunnel to encapsulate the con-
secutive transport-layer traffic between the two communicating end-hosts. The
tunnel is required because routers would otherwise discard traffic using virtual,
non-routable identifiers. Optionally, the tunnel also protects transport-layer traf-
fic using a shared key generated during the base exchange. By default, the tunnel
is based on IPsec [7] but S-RTP [14] can be used as well. It should be noted that
a single tunnel can encompass multiple transport-layer connections.

With HIP, transport-layer connections become more resilient against IP ad-
dress changes because the application and transport layers are bound to the
location-independent virtual identifiers, HITs or LSIs. The HIP layer handles
IP-address changes transparently from the upper layer using the UPDATE pro-
cedure [10]. In the first step of the procedure, the end host sends all of its locators
to its connected peers. Then, the peers initiate so called return routability test
to protect against packet-replay attacks, i.e., to make sure that the peer locator
is correct. In the test, each node sends a nonce addressed to each of the received
peer locators. The peer completes the test by signing each nonce and echoing
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it back to the corresponding peer. Only after the routability test is successfully
completed, the peer can start using the locator for HIP-related communications.

HIP sessions can be closed using the CLOSE [9] mechanism. It is consist of
two packets, in which one of the peer sends a CLOSE message to the other,
which then acknowledges the operation using CLOSE-ACK. After this, all state
is removed and the tunnel is torn down on both sides.

HIP employs rendezvous servers [5] to address the double jump problem. This
occurs when two connected HIP hosts lose contact with each other when they are
relocated simultaneously to new networks. The rendezvous server has a stable IP
address and offers a stable contact point for the end hosts to reach each other.

The computational puzzles of HIP [1] play a major role in this paper and
have been investigated by others as well. Beal et al. [3] developed a mathemati-
cal model to evaluate the usefulness of the HIP puzzle under steady-state DDoS
attacks. They also stated that the difficulty of the DoS-protection puzzle should
not be too high because otherwise an attacker can just choose a cheaper method
such as simple flooding of the network. Tritilanunt et al. [13] explored HIP puz-
zles further with multiple adversary models and variable difficulties. They also
noticed that solving of HIP puzzles can be distributed and a non-distributable
puzzle algorithm would provide more resilience against DDoS. Our work differs
from Beal et al. and Tritilanunt et al. because our use case is spam rather than
DDoS and our approach is based on cross-layer integration.

3 System Model

The basic idea is to assign each node in the network with an identity based on a
public key. The hosts may generate their private keys by themselves, or a third
party can assign them. Computational puzzles are a well-known technique for
spam prevention [4,2,6] but are typically used on a per message basis. In our
case, puzzles are applied to each pair of Host Identifiers. The difficulty of the
puzzle is varied based on the amount of unwanted traffic encountered.

Our example use case for the technique is spam prevention. Typical spam
prevention techniques are applied in a sequence starting from black, white or gray
listing techniques and sender identification, and ending in content filtering. Our
approach involves a similar sequence of spam testing but relies on the identity
of the sender rather than its IP address.

3.1 Basic Architecture for Spam Mitigation

In the email systems deployed in the Internet, there are outbound email servers
which are used for sending email using SMTP. Typically, the users access them
either directly or indirectly with a web-based email client. Usually users are
authenticated to these services with user names and passwords. In many cases,
direct access to outbound SMTP servers is restricted to the local network as a
countermeasure against spam. However, spam is still a nuisance and there are
networks which still allow sending of spam. In this paper, we use the term spam
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relay for a malign or compromised outbound email server that allows sending
spam, and the term legitimate relay for a well-behaving outbound email server.

Correspondingly, inbound email servers process incoming emails arriving from
outbound emails servers. Users access these servers either indirectly via web in-
terfaces or directly with protocols such as POP or IMAP. Typically, the inbound
email server tags or drops spam messages and also the email client of the user
filters spam messages.

Our idea in a nutshell is to require a HIP session with an SMTP server before
it will deliver any email. The sender has to solve a computational puzzle from
the server to establish the session. If the sender sends spam, the server ends the
HIP session after a certain spam threshold is met. To continue sending spam, the
sender has to create a new session, but this time it will receive a more difficult
puzzle from the server.

The proposed architecture follows the existing SMTP architecture but requires
some changes. First, the inbound and outbound SMTP servers have to be HIP
capable. Second, we assume the spam filter of the inbound server is modified
to control the puzzle difficulty. Third, we assume the inbound SMTP servers
publish their Host Identifiers in the DNS.

3.2 Deployment Considerations

A practical limitation in our approach is that HIP itself is not widely deployed.
Even though we compare the HIP-based approach to the current situation later
in this paper, the benefits of our design can be harnessed to their full extent only
when HIP, or a similar protocol, has been deployed more widely in the Internet.
Alternatively, our design could be applied to some other system with built-in
HIP support such as HIP-enabled P2P-SIP [8].

We assume that Host Identities are published in the DNS which requires some
additional configuration of the DNS and also SMTP servers. However, based on
our operational experience with HIP, this can be accomplished in a backward-
compatible way and also deployed incrementally. First, the DNS records do not
interfere with HIP-incapable legacy hosts because the records are new records
and thus not utilized by the legacy hosts at all. Second, bind, a popular DNS
server software, does not require any modifications to its sources in order to
support DNS records for HIP. Third, SMTP servers can utilize a local DNS
proxy [12] to support transparent lookup of HIP records from the DNS.

3.3 Pushing Puzzles to Spam Relays

We considered two implementation alternatives for pushing puzzle computation
cost to spam relays. In the first alternative, the UPDATE messages could be
used to request a solution to a new puzzle. However, this is unsupported by
the current HIP standards at the moment. In the second alternative, which
was chosen for the implementation, inbound servers emulate puzzle renewal by
terminating the underlying HIP session. The termination is necessary because
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current HIP specifications allow puzzles only in the initial handshake. When the
spam relay reconnects using HIP, a more difficult puzzle will be issued by the
server.

3.4 Re-generating a Host Identity

One obvious way to circumvent the proposed mechanism is to change to a new
Host Identity after the server closes the connection and increases the puzzle
difficulty. Fortunately, creating Host Identities is comparable in cost to solving
puzzles, which can discourage rapid identity changes. In addition, non-zero puz-
zle computation time in the initial session further discourages creation of new
identities.

3.5 Switching Identities

It is reasonable to expect that a server relaying spam is able to generate new host
identities. Let CK denote a key-pair generation time and CN the cost of making
the public key and the corresponding IP address available in a lookup service.
We expect a spam relay to reuse its current identity as long as the following
equation holds:

Cj < CK + CN + C0, (1)

where Cj is the puzzle computation time of the jth connection attempt. In other
words, the spam relay continuously evaluates whether or not to switch to a new
identity. If the next puzzle cost is greater than the initial cost, the spam relay
has motivation to switch the identity. We note that the spam relay may devise
an optimal strategy if the cost distribution is known.

When the puzzle cost is static, there is no incentive for the spam relay to
change its identity unless blacklisted because the cost would be greater due
to the CK and CN terms. For a dynamic cost, the spam relay is expected to
change identities when the cost of a new identity and a new connection is less
than maintaining the current identity and existing connection. For a DNS-based
solution, the CN term has a high value because DNS updates are slow to take
effect.

Our proposed approach addresses identity-switching attacks using three basic
mechanisms. First, a node must authenticate itself. This means that the node
must be able to verify its identity using the corresponding private key. This does
not prevent the node from using multiple identities or changing its identity, but
ensures that the key pair exists. Second, a node must solve a computational
puzzle before any messages are transported.

Third, a level of control is introduced by the logically centralized lookup
service. The DNS maps host names to identities and IP addresses. A node must
have a record in the lookup service. The limitation of this approach that control
is introduced after something bad (e.g. spam) has already happened. The bad
reputation of malicious nodes can be spread with, for example, DNSBL lookups
performed by SMTP servers.
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Nevertheless, identity switching could used to reduce the proposed system
and, therefore, we have taken it into account in the cost model analysis of the
next section.

4 Cost Model

In this section, we present an analytical cost model for the proposed identity-
based unsolicited traffic prevention mechanism. We analyze the performance of
the proposed mechanism when a number of legitimate senders and spam relays
send email to an inbound SMTP server. It should be noted that our model
excludes puzzle delegation in the case of multiple consecutive relays because it
is not advocated by the HIP specifications.

4.1 Preliminaries

Let us consider a set of NL legitimate email relays and NS spam relays. Each
legitimate relay sends messages at the rate of λL messages per second and each
spam relay at λS . We assume that the inbound email server has a spam filtering
component. It has a false negative of probability α, which refers to undetected
spam. Thus, (1−α) gives the probability for detecting a spam message. The filter
has also a false positive of probability β, which denotes good emails classified
as spam. Even though the inbound server could reject or contain the spam, we
assume the server just tags the message as spam and passes it forward.

An inbound SMTP server has a spam threshold κ given as the number of
forwarded spam messages before it closes the corresponding HIP session. After
the session is closed, the outbound email relay has to reopen it. Let the number
of reopened sessions be ξ in case of spam relays, and η in case of legitimate
email relays. The base exchange has an associated processing cost for the SMTP
source, TBE , given in seconds. This processing cost includes also the time spent
in solving the puzzle. Let TM denote the forwarding cost of a message. The finite
time interval T , for which we inspect the system, is expressed in seconds.

4.2 Cost Model

To demonstrate scalability, we derive the equation for the load of the inbound
SMTP server with and without HIP. The server load is determined by the number
of HIP sessions at the server and the number of email messages forwarded.
Without HIP, the email processing cost in seconds at the server is

RN = T · TM · (NL · λL +NS · λS). (2)

In case of HIP, let us define the accumulated puzzle computation time function
G(ξ) =

∑ξ
i=0 Ci. First, we consider the case with constant puzzle computation

time that is independent of number of session resets, i.e. C1 = C2 = . . . CN =
TBE, and G(ξ) = ξ · TBE .



Mitigation of Unsolicited Traffic across Domains 39

C1 C C C2 3 40 T

1st puzzle 2 nd puzzle
computed

Mail sending time
until spam threshold

puzzle computation timeth4
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Fig. 1. Division of system inspection time (T ) into puzzle re-computation and mail
delivery stages with different puzzle computation times ci, where i is the number of
session resets. All Ci = TBE if the puzzle computation time is constant.

Next, we derive the number of HIP sessions due to session resets caused by
spam under the condition of identical puzzle computation time. The following
equation presents the number of session resets for a single spam relay:

ξ =
(T − TBE · ξ)λS(1− α)

κ
(3)

From equation 3, we can deduce that

ξ =
T · λS · (1 − α)

κ+ λS · (1 − α) · TBE
. (4)

The equation for the number of HIP sessions η needed by the legitimate SMTP
relays is similar to equation 4, but the false positive rate β is used instead of
(1−α), and correspondingly λL is used instead of λS . We assume that legitimate
relays do not send significant amount of spam so that only false positives need
to be considered. The cost to a paying customer is given by η, and ξ is the cost
to a spam relay. Given a small false positive probability, η is small. Therefore,
the mechanism is not harmful to paying customers.

Next, we derive the equation describing the HIP load of the inbound server
RH consisting of both legitimate and spam messages:

RH = NL · (η · TBE + T · λL · TM ) +NS · (ξ · TBE + TS · λS · TM ), (5)

The equation can be simplified by substituting the total time used for sending
spam messages TS with T − TBE · ξ and by applying equation 2:

RH = RN − TM · TBE · (λS ·NS · ξ) + TBE · (NL · η +NS · ξ) (6)

We assume β is small and, therefore, we used T instead of T − TBE · η (with
η denoting the number of session resets for a legitimate host). To evaluate the
effectiveness of the HIP-based solution against a solution without HIP, we define
ratio ϕ as:

ϕ =
RH

RN
. (7)

Now, consider the case when puzzle computation time is not constant, but rather
a function of the number of session attempts. This has to be reflected in equa-
tion 4, which becomes

κ · ξ +G(ξ)λS(1− α) − T · λS(1− α) = 0. (8)

The equation can be solved using numerical iteration.
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4.3 A Comparison of HIP with Constant Puzzle Cost to the
Scenario without HIP

For numerical examples, we use HIP base exchange measurements obtained from
an experimental setup described further in Section 5. We plot the ratio of non-
HIP versus HIP approaches ϕ shown in equation 7. The HIP base exchange with
a 10-bit puzzle was measured to take 0.215 s of HIP responder’s time and 0.216
s for the initiator. We note that our analysis excludes the impact of parallel
network and host processing. The email forwarding overhead without HIP is set
to 0.01 seconds. We assume that the false negative probability of the server is 1/3
and the false positive probability is 1/104. In other words, 2/3 of spam messages
will be correctly detected as spam, and good messages are rarely classified as
spam. Let NL be 104, NS be 100, λL = 1/360, and λS = 10. The time-period T
for the analysis is 24 hours.

Figure 2 presents the ratio of HIP versus non-HIP computational cost as a
function of the puzzle computation time. Both x and y axes are logarithmic.
Ratio in the figures denotes ϕ, the ratio of the HIP and non-HIP capable mecha-
nisms. The point at which the HIP mechanism has less overhead is approximately
at 2 seconds. This means that the proposed HIP mechanism becomes superior
to the constant non-HIP benchmark case with an 2-second or greater puzzle
computation time. Naturally, this point depends on the selection of the values
for the parameters.

As the spam relay sending rate increases, the HIP spam prevention mechanism
becomes considerably better than the non-HIP benchmark case. With low spam
rates, HIP sessions are reset seldomly and spam flows mostly through. When the
spam rate increases, the spam relay spends more time on puzzle computation
and the spam forwarding rate decreases. Then, the performance of the proposed
HIP mechanism improves in comparison to the non-HIP benchmark case.

4.4 A Comparison of HIP with Exponential Puzzle Cost the
Scenario without HIP

We also analyze the scenario where the puzzle cost grows exponentially for each
new session. The parameters are the same as before, but the computation time of
the puzzle grows exponentially with the puzzle difficulty. Moreover, we introduce
a cut-off point after which the puzzle difficulty does not increase anymore. After
the number of sessions reaches the cut-off point, the computation time of the
puzzle (and the number of bits) remains at the current level. As an example,
given a cut-off point of 23 and an initial puzzle size of 20 bits for the first
throttled session, spam relays experience puzzle sizes {20, 21, 22, 23, 23, . . . } as
they reconnect.

Figure 3 presents the effect of the exponential base exchange time with a vary-
ing cut-off point. The y axis is logarithmic. The figure shows that the proposed
mechanism performs considerably better than the non-HIP benchmark with a
cut-off point of 22 or greater.
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Fig. 2. Fixed-cost puzzles with different spam threshold κ

Now, we have compared HIP with both constant and variable-sized puzzles
to the benchmark scenario without HIP. In the next sections, we focus on the
identity-switching attacks (without cut-off points) against the proposed HIP-
based architecture.

4.5 Optimal Strategies for a Spam Relay

Directly from equation 8, we know that

ξ · κ

λS · (1 − α)
+G(ξ) = T. (9)

This means that, for the entire time during which a server relays spam, it splits its
performance into ξ steps (one step is one session reset). To contact the inbound
server, the spam relay spends G(ξ) time for all puzzle computations, and during
every step it sends exactly κ messages and each step consumes κ

λS(1−α) time.

The inbound server chooses the form of the function G, while a spam relay
selects the number of session resets to tolerate, ξ. Here, we consider first a naive
strategy for the spam relay. It chooses G based on the number of messages to
send and does not try to whitewash its own history at the inbound server (i.e.
by changing its identity according to equation 1). Under such an assumption,
the spam relay has to optimize (maximize) a function of the following form:

pZ · κ · ξ − cZ ·G(ξ), (10)

where pZ is the profit for one delivered message and cZ is the payment for the
puzzle computation time. The strategy for the spam relay is to select
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Fig. 3. Variable-sized puzzles with initial puzzle size of 20 and different cut-off points

the number of rounds for which it would like to send κ-sets of messages and the
number of rounds to recompute puzzles. Let this value be ξ.

Note that if puzzle difficulty is constant (i.e. G(ξ) = TBE · ξ), then solution is
one of the boundary cases

ξ =

{
0, if pZκ ≤ cZ · TBE ,

∞, if pZκ > cZ · TBE ,
(11)

More important is the case when the puzzle computation time is changing. Let
the puzzle complexity growth be exponential compared to the increase of puz-
zle difficulty. Consider that the puzzle computation time on every reset has an
exponential form of Ci = aqi + b, then by definition

G(ξ) =

ξ∑

i=0

(aqi + b) = a
qξ+1 − 1

q − 1
+ b =

aq

q − 1
qξ + b − a

q − 1
. (12)

Let us generalize this function as G(ξ) = kgξ + s, where g is an exponential
growth parameter, s is initial shift, and k is the coefficient.

Now, a spam relay has to maximize the function

pZ · ξ · κ− cZ · (k · gξ + s). (13)

Let us find the points where the derivative of this function with respect to ξ is
zero:

pZ · κ− cZ · k · ln g · gξ = 0. (14)
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Thus, the maximum point is

ξ∗ = logg
pZ · κ

cZ · k · ln g . (15)

4.6 Optimal Strategies for an Inbound Server

The previous section suggests an optimal strategy for a spam relay under the
assumption that there is a payment involved in sending of spam. Otherwise,
infinite number of messages would be the optimal strategy for the spam relay. In
this section, we have a look at the situation from the view point of an inbound
server.

First of all, the main goal for the inbound server is to slow down the flood of
spam. It may be formulated in terms of the portion of time which spam relays
spend for the puzzle computation time, compared to the overall time. Here, we
assume that the inbound relay knows the number of HIP session resets during
which spammer reuses its current identity according to equation 1. As previously,
let it be ξ. To process ξ resets, a spam relay has to waste G(ξ) of its own time
for puzzle computation. The overall time, which it may use for message delivery,
we also define as a function of ξ. Thus, the definition of the overall time follows
from equation 9

T (ξ) = ξ
κ

d
+G(ξ), (16)

where d is equal to λZ(1 − α) in case of a spam relay, and is equal to λCβ in
case of a legitimate email relay. We assume that an inbound server classifies
(or receives classification) with relatively good accuracy and, hence, 1 − α is
considerably higher than β.

Then, the proportion of time used for puzzle computation by spam relays (on
left side) and legitimate email relays (on the right side) can be calculated as

G(ξ)

G(ξ) + κ·ξ
λZ ·(1−α)

,
G(ξ)

G(ξ) + κ·ξ
λC ·β

. (17)
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The inbound server has control over variables k, g, s of function G(ξ) = kgξ+s.
For simplicity, let k and s be constants because the most relevant variable is the
growth base g for the puzzle computation time. The values grow as a function
of the parameter g. The function results in values ranging from 0 to 1, where
0 means that the time spent for the puzzle computation is negligible, while 1
means that the puzzle computation takes all of the time.

For the functions (17), the objective of the inbound server is to maximize the
time spam relays spend on computing puzzles. Correspondingly, the inbound
server should minimize this time for legitimate relays. These are somewhat con-
tradictory conditions because α < 1 and β > 0. Therefore, punishment for
possible spam relays affects also legitimate relays.

To overcome this dilemma, we introduce a new constant γ: 0 ≤ γ ≤ 1, which
we select as the maximum value for the possibly legitimate client computation
rate, i.e.

G(ξ)

G(ξ) + κ·ξ
λC ·β

≤ γ, (18)

where γ defines the portion of the overall time which a possibly legitimate client
spends for puzzle computations. From the inequality 18 it follows, that

g ≤
(
γ · (κ · ξ + s · λC · β)
k · λC · β · (1− γ)

) 1
ξ

. (19)

On the other hand, the inbound server should maximize puzzle computation
rate for possible spam relays (the left function in equation 17, which grows
exponentially towards 1 as a function of g). The optimal strategy for the server
is

g∗ =

(
γ · (κ · ξ + s · λC · β)
k · λC · β · (1− γ)

) 1
ξ

. (20)

The optimal strategy both for a spam relay, ξ∗(g), as shown in equation 15, and
for an inbound server, g∗(ξ), as shown in equation 20, results in an equilibrium
point (ξ∗, g∗) in terms of game theory.

The optimal strategies are illustrated in figure 4. For the legitimate relay, the
bound for the computation rate is fixed as γC = 0.5 The set of parameters is
assigned as α = 0.5, β = 0.01, κ = 100, λC = λZ = 10, and we assume that
the number of session resets is 5 (ξ = 5). Under such parameters, the legitimate
relay has g ≈ 5.5. The resulting puzzle computation for a possible spam relay
is γZ = 0.98. In other words, the spam relay spends 0.98 of its time for puzzle
computations whereas the legitimate relay spends half of its time. As g grows,
both parties are eventually spending all of their time for puzzle computation.
Thus, it is a local policy for the inbound server to decide a “good” value for g
in terms of how much legitimate servers can be throttled with puzzles. For low
spam rates, the value can be small but, with high spam rates, the server may
increase the value at the cost of throttling also legitimate relay servers.
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5 Experimental Evaluation

In this section, we describe how we integrated puzzle control to an inbound
SMTP server and its spam filtering system. We show some measurements with
variable-sized puzzles and compare this against identity-generation costs to give
some engineering guidance against identity-switching attacks. The source code
for HIP for Linux and the spam extensions are available as open source 1. It
should be noted that evaluation the mathematical models presented in section
4 e.g. with network simulators is future work.

5.1 Setup

The experimented environment consisted of two low-end commodity computers
with the Linux Debian distribution and HIP for Linux (HIPL) [12] implemen-
tation. One computer served as a sending SMTP relay (1.60GHz Pentium M)
and the other represented a receiving SMTP server (Pentium 4 CPU 3.00GHz).
The receiving server detects the spam messages and closes the HIP session when
a threshold is reached for the session. The inbound server was configured not
to reject any email. We were mostly interested in software changes required to
deploy HIP in SMTP servers and in the effects of increasing the puzzle size.

5.2 Results

We implemented the spam throttling mechanism successfully by using unmodi-
fied sendmail. We turned on the IPv6 option in the configuration of sendmail in
order to use HITs.

The receiving SMTP server was equipped with a modified version of Spa-
mAssassin Milter. The changes were straightforward to implement. The milter
increased the puzzle size by one for every κ spam message detected and closed
the HIP session to induce a new base exchange. The puzzle computation time
grew exponentially with the size of the puzzle and the spam sender was throttled,
as expected, by the mechanism.

We faced some implementation challenges during the experimentation. Firstly,
sendmail queues the email messages and this makes it difficult to provide mea-
surements from the spam filtering process itself. Secondly, if the session with the
SMTP server is lost temporary, for example, because the HIP association are is
closed, e-mails can accumulate in the queue for an extended time. Thirdly, when
sending excessive amounts of email, the built-in connection throttling mecha-
nism in sendmail takes over and queues the emails for long periods. However,
sendmail’s queuing process was robust and eventually emptied the queue suc-
cessfully.

One challenge with proof-of-work techniques is that there are many different
devices on the network and their computing capabilities vary. By default, the
puzzle difficulty is zero in HIPL. A puzzle with difficulty of 25 bits took 12.4 s on

1 https://launchpad.net/hipl/
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average on the low-end machine used in the performance tests. The time was 4.4
seconds on a more recent CPU (Intel Core 2, 2.3 Mhz) on a single CPU core. The
puzzle algorithm used in HIP does not prevent parallel computation. Thus, the
computation time could be decreased by fully utilizing multi-core architectures.

For identity changing attacks, the strategy should also take into account the
public key algorithm. RSA keys can be created faster than DSA keys with a cor-
responding size. As a consequence, the responder should give initiators that use
RSA public keys more difficult puzzles than initiators with DSA keys. Further,
it should be noted that creation of insecure, albeit perfectly valid keys, can be
faster than creation of secure ones.

Figures 5(a) and 5(b) contrast secure key-pair generation time (horizontal
lines) with puzzle solving time (vertical lines). It should be noticed that the
y-axis is logarithmic. From the figures, it can be observed that the puzzling
solving time is, as expected, exponential with the number of bits used in the
puzzle difficulty. The standard deviation grows as puzzle difficulty is increased.
In addition, the time to generate DSA key-pairs is considerably higher than
RSA. On the average, the creation of a 2048-bit DSA key pair took 6.46 seconds
and this was equal to the solving time of a 24-bit puzzle. With RSA, creation
of a 2048-bit key pair took 0.72 seconds which corresponded to a 21-bit puzzle.
This indicates that the key-generation algorithm and key length need to be taken
into account when deciding the initial puzzle size to discourage identity-switching
attacks.
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Fig. 5. Puzzle computation time results

6 Conclusions

In this paper, we proposed a cross-layer identity solution for mitigating unso-
licited traffic between administrative domains. The proposed architecture pri-
marily concentrates on inbound session control but is applicable also to the
outbound direction as well. As an example application of the system, we focused
on email spam prevention.
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The Host Identity Protocol introduces a public key for the hosts. They key
can be used for identifying well-behaving SMTP servers. The proposed ap-
proach introduces a cost to sending spam using the computational puzzles in
HIP. Large-scale changes to the SMTP architecture are not required because
HIP is backwards compatible. However, a practical limitation of the approach is
that it requires wide-scale adoption of HIP as a signaling protocol and requires
integration of HIP puzzle control to inbound email servers.

We presented a formal cost model that considered static and exponential base
exchange puzzle costs. The analytical investigation indicates that the proposed
spam prevention mechanism is able to mitigate unwanted traffic given a set of
reasonable parameters. We used parameter values based on experimental results
for server-side cost of HIP and the puzzle computation time. A spam mitigation
approach based on HIP puzzles caused less load at the email server than an
approach that was not using HIP.

The exponential cost of the puzzle introduces more work for email servers
relaying spam. However, it also results in an incentive for the spammer to switch
its identity when it is throttled with more difficult computational puzzles. We
identified this as a potential weakness of the proposed system and analyzed
this from the viewpoint of the spammer and the email server. As a theoretical
result, we provided a method for the server to choose an optimal strategy against
identity switching. When choosing a strategy, it should be noted that increasing
puzzle costs for spammers also increase costs for legitimate hosts.

We implemented a simple prototype of the system based on a popular email
server, sendmail. We integrated throttling support for HIP puzzles with mini-
mal changes to SpamAssassin, a popular spam filtering software. We reported the
practical experiences of running such a system and showed real-world
measurements with HIP puzzles.

While the simple prototype was a success, we observed that the use of compu-
tational puzzles with email relays is challenging. Malicious hosts can overwhelm
and exhaust the resources of a relay unless preventive measures are taken. Po-
tential solutions to this include refusal to solve large puzzles for hosts, mes-
sage rejection, and blacklisting. More work with simulation or larger test beds
is needed to establish the efficacy of the proposed cross-layer system and to
validate our mathematical models.
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Introduction

Remote access to corporate service is very chal-
lenging to set up and configure in a secure way. 
The simplest way is on a per-service basis, by 
using HTTP and TLS and introducing a login 
function to public servers. Unfortunately, this 
leaves the server open for various attacks, 
e.g., DoS, since it must be open to any remote 

client regardless of the source IP address, and 
unlawful access attempts are caught very late 
in the login process.

To enable better security, and to disable 
most forms of attacks on the services, a VPN 
solution can be used, together with a tightly 
controlled firewall configuration. Through a 
VPN, corporate services are available for the 
client only after a successful VPN login trans-
action. Yet, also here the VPN server needs to 
be available to the public, and can be attacked. 
Moreover, configuration of the firewall is a 
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further cause of concern. First of all, setting up 
proper filtering rules for corporate firewalls is 
not a trivial task. Secondly, changing the con-
nectivity provider results in network renumber-
ing which further requires a full reconfiguration 
of the firewall. It is also also possible that the 
address of single VPN client changes due to 
device mobility or DHCP lease renewal. In 
such a case, the client has to reinitialize the 
VPN connection.

Two additional security concerns arise from 
the use of a typical VPN service. First, typically 
all the corporate services become available to the 
user when VPN gateway or firewall accepts a 
VPN connection. Then, a malicous user, virus or 
worm can try to mount an attack on any service 
of the corporation because VPNs do not offer 
protection against “internal” attacks. Second, 
the corporate services become vulnerable to at-
tacks to “external” attacks if the device of a user 
is compromised. The attacker can route its own 
packets using the compromised device through 
the VPN tunnel to the corporate network. Hence, 
the attacker can practically mount any type of 
attack on the corporate services.

The second security concern was high-
lighted as part of the Microsoft Windows Vista 
routing compartments functionality, which was 
supposed to be included in the new operating 
system. The basic idea was that remote access 
from the user device is controlled per applica-
tion, and not per host, making it impossible to 
route packets between interfaces, WLAN and 
VPN interfaces in our example. Yet, it is still 
not included, and one can only guess what the 
reasons are. Nevertheless, the security vulner-
ability still remains.

Firewalls are, unfortunately, a critical com-
ponent of corporate and personal networks in the 
Internet today. Packet filtering is typically based 
on the 5-tuple of sender and receiver IP addresses 
and port numbers, and the transport protocol. 
Sophisticated firewalls can also filter based 
on the content of application layer protocols. 
Commonly, the filtering rules are quite static 
and constrained. The firewall passes only certain 
services and a known set of hosts through. In 
more dynamic networks, for example, offeering 

public or subscription-based WLAN access, or 
nomadic enterprise environments, the firewalls 
are controlled and rules set up based on some 
authentication exchange. Typically, a client is 
authenticated and authorized to use a WLAN 
service based on a web browser login applica-
tion. If the login is successful, the firewall opens 
predefined services for the MAC and IP address 
of the client device. Only then the client can 
start access Internet to, for example, browse the 
web, or initiate VPN connections.

The current situation has at least four 
downsides. First, authentication for network 
access has a number of different implementa-
tion choices, which may or may not work with 
the device of the user, for example, on laptop 
computers, PDAs, or smart mobile phones. 
Second, the firewall allows the client to only use 
certain pre-defined services even when the cli-
ent is authenticated successfully and authorized 
to use the Internet. It would be more useful to 
have a separate signaling protocol dynamically 
manage the filtering rules associated with a given 
authenticated client. Third, a third party can still 
listen to the network communications, collect 
varying information, and steal the identity of an 
authenticated client. Fourth, network renumber-
ing becomes a problem, because all static rules 
on firewalls that are based on IP address must be 
changed when renumbering occurs. The same 
problem of updating firewall rules appears in 
access networks, where the IP address assigned 
to a client can change during the session, for 
example, in a mobile access network when the 
client performs a handover.

Setting up IP-based rules in a firewall to 
protect servers with roaming clients is difficult. 
Since the firewall cannot know the IP addresses 
of roaming employees, the rules that protect 
the network services must be quite liberal, 
or access is only possible through a separate 
VPN tunnel.

There seems to be a need for a remote access 
mechanism, that does not expose the corporate 
services to the security vulnerabilities described 
in this section, requires minimal configuration, 
is easy to set up and is operating-system in-
dependent. We have compared at a number 
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of alternatives and eventually we started to 
investigate the use of the Host Identity Protocol 
(HIP) as such a mechanism.

In this paper, we present a firewall archi-
tecture that allows efficient, scalable and secure 
network packet filtering. Our solution solves 
all the problems discussed above. The firewall 
is based on the Host Identity Protocol (HIP) 
(Moskowitz & Nikander, 2006) and tracking the 
protocol control messages and IPsec ESP SPI 
values. Although the standard IPsec architecture 
could be used to implement firewalls (Aura et al., 
2005), our architecture provides a simple way 
to centrally enforce security policies regardless 
of host IPsec security policies. The architecture 
also allows to group and present services with 
cryptographically tamper-proof identities.

Our solution primarily targets the initial 
connection set up. Once the HIP control mes-
sage exchange has been authenticated, subse-
quent message filtering is simply based on the 
source and destination IP addresses and SPI 
numbers of ESP packets. Thus, the processing 
overhead only applies in the beginning of the 
data connection. Our measurements show that 
this processing adds a negligible overhead to 
the connection initiation. A modern firewall 
with our architecture can support thousands of 
connection initiations per second.

One of the key features of using HIP and a 
HIP-enabled firewall is that the administration 
of the network does not need to care about IP 
addresses. Thus, the network can perform re-
numbering, and support mobile users without 
changes in the firewall rules. Moreover, when 
the client is using HIP, it does not need to em-
ploy any additional protocol for authentication 
and firewall control, either inside or outside 
the enterprise network. Furthermore, the solu-
tion also allows encrypting the data transfer 
end-to-end.

The firewall solution introduced in this 
paper does not require Internet-wide deploy-
ment of HIP. An enterprise can deploy HIP 
gradually to harness the integrated security, 
mobility, and multihoming capabilities for 
employees. Services and clients that do not use 
HIP continue to operate with the old system. 

In summary, by using HIP to access a service, 
the client is able to perform simultaneously 
network access authentication and authoriza-
tion, firewall control, data transfer protection, 
and mobility management.

One of the key strengths of our design is that 
HIP can be used in any kind of wired or wireless 
network, for example, xDSL, Ethernet, WLAN, 
WIMAX, 3G, and any technology beyond 3G. 
For example, a modern mobile intelligent device 
with multiple different wireless link technolo-
gies can use the same mechanism for firewall 
traversal and configuration regardless of the 
active wireless connectivity.

In the next section we discuss related work, 
and in Section 3 we present the Host Identity 
Protocol in detail. In Section 4 we describe 
the firewall architecture and implementation, 
followed by performance evaluations, and a 
discussion of the solution.

Related Work

We have reviewed a number of solutions for 
firewall control that would support secure mo-
bility and multihoming. The solutions included 
proposals from Tschofenig et al. (Tschofenig et 
al., 2005a) and the IETF NSIS working group 
(Stiemerling et al., 2008). However, these ap-
proaches required explicit signaling with the 
firewall that contradicts our goal of transparent 
firewall control.

Firewalls have been a well-established 
technology throughout most of the modern 
Internet. The basic IP level filtering has been 
complimented with different extensions to filter 
transport layer protocols or different application 
layer technologies, for example, stateful filtering 
for TCP (van Rooij, 2000). SOCKS (Leech 
et al., 1996) is a framework for application 
and transport level gateway technologies for 
monitoring network connections. The SOCKS 
gateway is essentially a proxy, which authen-
ticates a client establishing a connection and 
relays the connection request to server. Different 
authentication technologies can be incorporated 
into the SOCKS functionality. SOCKS gateway 
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may also contain translation functionalities to 
provide communication between IPv4 and IPv6 
nodes (Kitamura, 1999).

SANE is a protection architecture for en-
terprise networks (Casado et al., 2006). It uses 
a centralized domain controller to implement 
security policies for the whole network. Clients 
contact the domain controller and need explicit 
permission to access any resources. The security 
policies can be expressed in natural ways, e.g. 
“give the multimedia group access rights to 
the company’s mp3 server”. The architecture 
introduces a new layer between link and IP 
layer, and is implemented in network switches. 
The architecture supports mobility, but only 
within the enterprise network. Also, SANE 
cannot be used to enforce security policies to 
internetworks such as the Internet.

Delegation oriented Architecture (DoA) 
proposes an extension to the current Internet 
architecture to facilitate the deployment of 
middleboxes (Walfish et al., 2004). It intro-
duces a new layer and protocol between the 
network and transport layers. The new layer 
uses cryptographically secure identifiers simi-
lar to HIP. Using the new “middlebox” layer 
and identifiers, end-hosts can enforce the use 
of middleboxes, such as firewalls, even when 
they are not located on the path. Chaining of 
middleboxes is also possible by allowing the 
identifiers to be resolvable recursively to other 
identifiers.

SPINAT (Ylitalo et al., 2005) tackles 
problems related to IPsec awareness in NATs. 
One problem in traversing IPsec aware NATs 
is that the end-hosts determine the IPsec SPIs. 
This may cause SPI collisions especially when 
the end-host population within a single NAT 
is large. A straw-man solution is to drop the 
keyexchange messages with colliding SPIs 
and require the key exchange daemons to retry 
with different SPIs after a timeout. However, 
SPINAT proposes a more efficient solution with 
the IPsec SEET (Ylitalo et al., 2005) mode, 
which allows NATs to translate ESP SPIs upon 
collisions. The approach is applicable to asym-
metric communication paths and can be used to 
integrate IPsec to overlay routing. Possibility 

of IPsec traffic filters are mentioned briefly, 
but not discussed in detail. The main problem 
of the SPINAT approach is related to deploy-
ment because many existing middleboxes do 
not support IPsec.

A number of IPsec related asecurity vulner-
abilities are described by Aura et al (Aura et 
al., 2005). They conclude that security policies 
based on IP addresses can be circumvented in 
many ways. In HIP, security policies are based 
on hashes of public keys that makes HIP resilient 
against those types of attacks.

Ioannidis et al. (Ioannidis et al., 2000) have 
presented an implementation of a distributed 
firewall system. The authors use KeyNote to 
distribute the firewall policies to end-hosts. 
Their approach supports centralized manage-
ment of security policies. A drawback is that it 
requires the end-hosts to update their security 
policies regularly. As a benefit, the approach 
allows fine-grained filtering at application layer 
and a centralized firewall is not a bottleneck 
for the network.

A preliminary version of this work ap-
peared as a two-page extended abstract in the 
posters session of Usenix ATC 2007 (Lindqvist 
et al., 2007). The abstract presented motivation 
for the approach and notes on the preliminary 
implementation and performance.

Host Identity Protocol 
Architecture

This section presents the Host Identity Proto-
col Architecture explains its protocol mecha-
nisms.

The Host Identity Protocol (HIP) (Moskow-
itz & Nikander; 2006 Moskowitz et al., 2008) 
renews the current TCP/IP architecture by in-
troducing a new, cryptographic namespace, the 
Host Identity namespace, between the transport 
and network layers as shown in Figure 1. The 
new namespace consists of Host Identifiers 
(HIs). A HI is the public keys component of a 
private-public key pair. HIs can be either public 
or anonymous. The public HIs can be published, 
for instance, in the Domain Name System 
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(DNS) (Nikander & Laganier, 2008). The public 
identifiers are intended to be long-lived and the 
anonymous short-lived. For practical purposes, 
the public keys - the Host Identifiers - are rep-
resented by self-certifying hashes of the keys. 
The hash is called the Host Identity Tag (HIT). 
The advantage of using HITs instead of HIs, is 
that HITs are same size as IPv6 addresses and 
are compatible with current applications. For 
example, the HITs can be used to replace IPv6 
address fields in other existing protocols and 
Application Programming Interfaces (APIs) 
(Moskowitz et al., 2008; Komu & Henderson, 
2008). HIP also supports Local Scope Identifiers 
(LSIs) that can be used by legacy IPv4 software 
because the size of LSIs equals to the size of 
IPv4 addresses.

HIP architecture proposes so called identi-
ty-locator split which relieves IP addresses from 
their dual role of both identifying and locating 
end-hosts. In this new TCP/IP architecture, 
HIs identify endpoints and IP addresses are 
used to route packets between hosts. By split-
ting the dual role of unicast IP addresses, HIP 
supports end-host mobility and multihoming 

in a relatively straighforward way (Nikander 
et al., 2008).

The identifiers of the new namespace are 
deployed locally to the end-hosts in HIP. Alter-
natively, they can be deployed to global name 
services, such as DNS, or any overlay, such as 
OpenDHT (Rhea et al., 2005). However, HIP 
can be used without any support from the infra-
structure by learning the peer’s identifier in an 
opportunistic fashion during HIP key exchange 
negotiation (Moskowitz et al., 2008).

The HIP specification (Moskowitz et al., 
2008) defines base exchange, which creates a 
secure communication context, called a HIP 
association, between two hosts. During the base 
exchange, two hosts authenticate to each other 
using their public keys and can create a pair 
of ESP Security Associations (SAs) (Jokela et 
al., 2008). The base exchange consists of four 
messages shown in Figure 2. The two hosts are 
referred as the Initiator (client) and Responder 
(server).

The HIP control packets consist of a fixed 
header and variable amount of parameters. The 
header contains the source and destination HITs 
and some other fields. All of the packets are 

Figure 1. HIP layering model
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protected with public-key signatures except the 
first one. The first packet, I1, does not contain 
any parameters. The second packet, R1, contains 
the HI the Responder, Diffie-Hellman keying 
material and a computational puzzle (challenge) 
for the Initiator to solve. The puzzles are used 
as a mechanism for Denial of Service protection 
(Moskowitz et al., 2008). The Initiator sends 
solution to the puzzle, its HI, Security Parameter 
Index (SPI) for identifying incoming IPsec ESP 
flow and Diffie-Hellman keying material in I2 
packet. The Responder remains stateless until 
it receives a valid I2. Upon receiving the I2, the 
Responder verifies the solution to the puzzle, 
creates state and concludes the base exchange 
with an R2 packet that contains its SPI number 
for incoming ESP flow.

HIP mobility and multihoming (Nikander 
et al., 2008; Nikander et al., 2003) takes place 
with UPDATE packets after a successful base 
exchange. A host moving to a different network 
reestablishes communications with its associ-
ated peers by sending an UPDATE packet to 
its peers. The packet contains parameter called 
LOCATOR which lists all locators of the mobile 
host. The parameter can be used in HIP control 
messages to inform other hosts about alternate 
addresses at which the originating peer can be 
reached. This ensures that address bindings can 

be updated dynamically without breaking the 
connections. HIP can also be used to establish 
efficient IPv4 to IPv6 handovers without tun-
nelling (Jokela et al., 2003).

Rendezvous servers (Laganier & Eggert, 
2008) are complementary middleboxes in the 
HIP architecture. The rendezvous servers have 
a fixed IP address and serve as a stable contact 
points for end-hosts. End-hosts update their 
current location to their rendezvous servers 
always when they move. As an example, the 
rendezvous server are useful when two com-
municating end-hosts cannot publish their new 
location to each other directly after relocating 
simultaneously. Instead, they contact each other 
indirectly through their rendezvous servers that 
always know where the end-hosts are located. 
The rendezvous servers forward the first HIP 
control messages until the end-hosts have syn-
chronized their new locations to each other and 
can communicate directly.

Firewall Architecture

Our firewall operates on HIP control messages 
and ESP flows introduced in the previous sec-
tion. Next, we describe the details of filtering 
design and the security consequences.

Figure 2. HIP base exchange
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The Basic Firewall Design

The HIP-based firewall uses HITs to filter pack-
ets, but also certain other properties of network 
packets can be used in the firewall rules. When 
an Initiator sends an I1 through the firewall, it 
verifies that the HITs of the I1 message match 
the filtering rules and then records the HITs and 
IP addresses of the Initiator and Responder. The 
firewall has no means to validate the I1 because 
it does not contain any signatures. Therefore, a 
forged I1 can reach the Responder through the 
firewall. However, the firewall blocks the ESP 
data packets between the two hosts until the 
base exchange is completed successfully.

The responder sends an R1 and the firewall 
checks the HITs from its ACLs. This can be 
used to enforce access control restrictions on the 
Responders behind the firewall. The firewall re-
cords the HITs of the Initiator and the Responder 
and their IP addresses from the R1.

Upon receiving the R1, the Initiator solves 
the puzzle and replies with an I2 packet. The 
signed I2 packet contains the public key of 
the Initiator. The firewall verifies the signature 
either using the public key in the I2 packet or a 
preconfigured public key. If the verification fails, 
the firewall discards the I2 packet. Similarly, 
the firewall verifies signature of the concluding 
R2 packet from the Responder. The I2 and R2 
packets contain the SPI values for IPsec ESP 
that the firewall requires to track ESP traffic. 
The firewall also tracks UPDATE messages to 
continue the tracking of IPsec ESP flows when 
the IP address of an end-host changes.

Further, the firewall expires the associated 
state when there is no traffic between the two 
related end-hosts for a certain time period. This 
guarantees that the state is removed when the 
firewall is no longer on the path between the 
two end-hosts. This can occur, for example, 
when an end-host moves to a different network 
or shuts down.

Service Identifiers

The IPsec architecture supports encryption 
between two hosts. The firewall architecture 

presented in this paper filters traffic based 
on HIP control messages and ESP flows. The 
firewall does not receive the ESP encryption 
keys of two communicating hosts, and therefore 
cannot inspect e.g. port numbers in the related 
ESP flows. Thus, the filtering granularity is 
lesser than for unprotected traffic where the 
five-tuple is visible. However, this problem ex-
ists even without HIP. For example, it is present 
in all communications that use IPsec ESP. The 
problem is also present in TLS, although the 
port numbers are visible in TLS.

Since the port numbers are not visible in the 
payload of IPsec ESP, a HIP-aware middlebox 
requires another way to distinguish between dif-
ferent ports, i.e. services, available at a server. In 
order to allow more granularity in filtering, we 
propose using the Host Identifiers also as service 
identifiers. For each service a server offers, it 
creates a different public/private key pair. This 
way, a HIP-aware middlebox or the server itself 
can separate different services and allow only 
certain clients to access certain services.

This service identifier approach is compat-
ible with current name look up services. It is a 
common practice to have separate host names 
for different services, such as smtp.my.org and 
www.my.org. Introducing HIP-based service 
identifiers to the existing DNS would just re-
quire adding HIs to DNS (Nikander & Laganier, 
2008), with each service a different HI. The 
HIs can be owned by a single host or multiple 
hosts. The approach is backwards compatible 
in the sense that existing servers could still be 
able to serve non-HIP clients and use existing 
filtering methods.

An alternative solution to this problem is 
to introduce a protocol extension to HIP that 
allows to share the ESP encryption key with 
the firewall. This can be used also for content 
filtering purposes, such as, removing viruses 
from the traffic. This approach is, however, 
beyond the scope of this paper.

Implementation

Figure 3 shows the design of the firewall 
implementation (Vehmersalo, 2005). It is based 
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on Linux Netfilter framework (Ziegler, 2001) 
to intercept network traffic. We used C-based 
HIPL implementation (Candolin et al., 2003) 
in our experimentation.

Overview

The main module of the firewall receiving 
packets from network interfaces and analyses 
the packets. It uses the other components 
of the firewall to produce verdicts based on 
properties of the packets received. The verdict 
decides whether the firewall accepts or drops 
the packet.

The firewall rules define the local security 
policies and are contained in the firewall rule set. 

The firewall rule management module manages 
the rules and verifies the rule syntax.

The Linux netfilter module contains hooks 
to the Linux networking stack to intercept pack-
ets. The HIP firewall registers to QUEUE target 
of netfilter and subscribes to HIP-related packet 
events. The QUEUE target allows userspace ap-
plications to read packets from the networking 
stack and assign verdicts on them.

Packet Filtering

The packet filtering consists of two functional-
ities. First, the firewall analyses packets based 
on the properties defined in the firewall policies. 
Second, the firewall assigns a verdict based on 
the analysis results and policy.

Figure 3. Overall implementation of the firewall architecture. Arrows denote interactions between 
different components
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The firewall provides a number of static 
properties for packet analysis. The properties 
include include identity-based authentication 
of packets, HIP packet type and the direction 
of the packet (incoming and outgoing). The 
authentication compares source and destination 
identities with the firewall rules and also verifies 
packet signatures. The identities can be specified 
either has HITs or HIs in the firewall rules.

Connection Tracking

The packet filtering module calls the connec-
tion tracking module when a packet has to be 
filtered according to the connection state. The 
main purpose of connection tracking module 
is to maintain necessary state information to 
map individual packets to HIP associations. 
Connection tracking uses source and destina-
tion HITs of the HIP control headers, or HIs 
when available, to associate a HIP packet to a 
HIP association.

HIP base exchange and mobility-related 
packets include SPI numbers that the firewall 
uses to map ESP data packets to the correspond-
ing HIP associations. When firewall analyzes a 
base exchange, the connection tracking module 
associates the SPI numbers to the HIP asso-
ciation. This way, the connection tracking can 
filter unwanted ESP communications based 
on identities.

The connection tracking module can also 
authenticate packets and verify packet signa-
tures similarly as the packet filtering module. 
However, instead of static verification, connec-
tion tracking module extracts HIs from HIP traf-
fic dynamically and uses the HI to authenticate 
the end-point in further communications. The 
authentication has different nature in connection 
tracking than in packet filtering. Connection 
tracking does not verify the identity against 
static rules but instead attempts to assure the 
property of sender invariance (Tschofenig et 
al., 2005b). The sender invariance guarantees 
that independent of the particular identity, the 

traffic can be trusted to be originating from the 
same responder throughout the lifetime of the 
connection. This is necessary, for instance, in a 
situation where trusted host inside the network 
initiates a connection to a previously unknown 
external host. Thus, the sender invariance 
makes it more difficult for attacking hosts to 
abuse the dynamically created access through 
the firewall.

The connection tracking module also ana-
lyzes UPDATE packets. When host introduces 
a new destination address related to an SPI, or 
an entirely new SPI, the connection tracker 
saves the new information to its state structures. 
The connection tracking must take into account 
that the two end-points maintain separate state 
information. This affects, for example, rekeying 
situations, where old information must remain 
valid until the other endpoint has acknowledged 
the new information. In practice, data packets 
with an old SPI could still be on the way when 
new SPI is announced. This principle is also 
discussed by van Rooij (2000) in the context 
of TCP protocol.

The connection tracking module inserts 
a timestamp into a connection data structure. 
The timestamp is then updated whenever valid 
packets of the connection are encountered. 
For detecting idle connections, the connection 
tracker checks the timestamps against a pre-
defined timeout value. Idle connection could 
result, for example, when a host roams to another 
network where data is no longer intercepted by 
the firewall, or just shutdowns. Also, the state 
created in the firewall by the insecure I1 - R1 
exchange does not reserve resources of the 
firewall indefinitely because of the time-out 
mechanism.

Data Structures

HIP connection tracking module has structures 
similar to Netfilter’s connection tracking. The 
structures are illustrated in Figure 4. As with 
Linux Netfilter, a tuple data structure contains 
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information that directly carried by a packet. 
The implementation provides tuples for both 
HIP and ESP packets, each in their own data 
structures.

Performance Evaluation

We conducted some measurements with the 
firewall prototype to understand its perfor-
mance. The evaluation environment consisted 
of a server and five clients. The five clients 
were located in their own network, separated 
from the server using a single router that acted 
also as the HIP-based firewall. The network 
interfaces operated at 100 Mbit speed and we 
used IPv6 for connectivity. All of the hosts 
had a single Pentium 4 processor (3 Ghz) and 
their Linux kernel version was 2.6.17.3. We 
used 1024 bit RSA keys as Host Identifiers. 
The symmetric keys for IPsec were AES (128 
bits) for HIP encryption, SHA1 (160 bits) for 
IPsec authentication and 3DES (192 bits) for 
IPsec encryption.

We measured the time observed by an client 
application to complete UNIX connect() system 
call, which executes a TCP handshake. This 
time was under 1 ms on the average without 
HIP. HIP and HIT verification at the firewall, 
this time was 65 ms on the average due to the 
extra processing cost of the base exchange. 
The verification of public key signatures at the 
firewall caused an extra delay of 1 ms at the 
maximum. The TCP handshake performance 
is summarized in Figure 5.

Thus, the firewall prototype introduced 
only a millisecond delay to a HIP-based TCP 
connection establishment in our test environ-
ment. In other words, the firewall implementa-
tion can support thousands base exchanges and 
mobility updates per second. Filtering ongoing 
connection creates a similar processing load as, 
for example, IP address based packet filtering 
in a traditional firewall. Hence, the HIP-based 
firewall architecture can scale well on middle-
boxes and migitates most of the processing cost 
at the end-hosts.

Figure 4. Connection tracking data model. Arrows represent pointer references between data 
structures
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In addition to latency, we measured also 
throughput with TCP. The clients streamed 1 
minute of TCP stream from the server through 
the firewall. We used “iperf” tool with default 
options for the measurements and varied the 
number of simultaneous file transfers. The 
results in Figure 6 indicate that the firewall did 
not affect TCP throughput significantly in our 
testing environment. The difference between 
HIP-based and non-HIP-based TCP throughput 
was approximately 2 Mbit/s.

We also measured TCP data transfer per-
formance under two DoS scenarios and a under 
third scenario without DoS. In the first scenario, 
there was 1-4 rogue initiators that were flooding 
the responder with I1 packets while there was 
a data transfer in process from the server to 
the client. The second scenario was similar as 
first one, but the initiators were using a forged 
HIT that allows I1 traversal through the ACLs 
of the firewall. The third scenario includes 
throughput of varying number of simultaneous 
and legimitate data transfers. The results are 
show in Figure 7.

The two DoS attack scenarios have the 
same throughput performance. With random 
HITs, the I1 packets of the attackers stop at 
the firewall. With forged HITs, the firewall ac-
cepts the I1 packets of the attackers and they 
arrive at the responder. However, this causes 
insignificant processing cost at the responder 
because the responder has precreated a spool 
of R1 packets.

I1 flooding slowly degrades TCP through-
put, but the throughput with multiple attackers 
and single legimitate transfer was still larger than 
with multiple, legimitate TCP data transfers. 
For example, data transfer with four attackers 
offered a performance of 29 Mbit/s, where as five 
simultaneous legimitate data transfers offered 
18 Mbit/s. We assume that this was affected 
by the small size (40 bytes) of I1 packets. TCP 
packets are much larger and therefore multiple 
TCP streams reduce the throughput more than 
smaller I1 packets.

As a summary, the results are quite promis-
ing. The overhead of the firewall is negligible, 
both with control and data traffic. However, 
we realize that it would be useful to repeat the 

Figure 5. TCP connection establishment time
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measurements with a larger number of attackers 
and in gigabit networks.

Discussion

The firewall implementation presented in this 
paper is scalable according to our measure-
ments. However, we have identified a number 
of other challenges. The use of flat identifiers 

for access control introduces side-effects for 
identity and network management.

Additional Security Issues

The HIP base exchange establishes security 
associations and keying material between two 
end-hosts. The firewall tracks the SPIs of the 
ESP packets. An attacker can thus send ESP 
packets with valid SPIs through the firewall. 

Figure 6. Throughput of simultaneous data transfers

Figure 7. Simultaneous flooding and data transfers
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Naturally, the end-hosts discard these packets, 
but this introduces a possibility of flooding 
attacks directed towards the end-hosts. These 
issues are discussed in more detail in (Heer et 
al., 2009).

Multiple Identities per Host

A HIP-enabled operating system can support 
multiple Host Identities (Karlsson, 2005). One 
practical problem arises from the fact that users 
may have multiple affiliations, and also may 
want to use anonymous identifiers for privacy 
reasons.

The privacy management problem has been 
tackled by introducing a privacy management 
interface for MAC, IP and HIP layers (Lindqvist 
and Takkinen, 2006). A user can choose whether 
the identifiers in these layers are anonymous or 
public. However, this requires user expertise, 
and we cannot assume that all users can make 
decisions on this.

The complexity of the issue arises from the 
possibility to have multiple public identifiers. 
Typically, client side network applications do 
not care about the source identifier and just 
select the first one from the stack. The problem, 
in this case, is that an application can choose 
an identifier that is not configured to a firewall 
that protects the network. A tempting solution 
for the user is to communicate all identifiers to 
the firewall administrator, but this violates the 
privacy of the user as part of the identifiers are 
anonymous. In order to solve this, the client 
host has to have a local policy to enforce the 
selection of the correct source identifier for a 
given destination identifier.

Rulesets

A typical firewall today includes a rather large 
and complex set of filtering rules and setting up 
this ruleset is a challenging task. One problem 
is that one rule may be overlap with another. A 
service may be blocked due to a new badly for-
matted rule. Rules may leave unwanted access 
open in the firewall. Serious consequences may 

occur if the firewall rules are set up accidentally 
in a wrong order.

Typically, the outcome is that either certain 
service become out of reach of users because 
the administrator made a small change in the 
existing ruleset, or the firewall fails not filter 
all the intended traffic. Moreover, if users need 
access to additional services, inside or outside 
the firewall, an administrator must manually 
make a change in the rules; typically this is 
a long road, and the company security policy 
may not even allow it.

With our firewall design, rulesets is rather 
simple and supports mobile clients and renum-
bering of entire networks. Each client has a fixed 
firewall rule indepently of the physical location 
of the client. The rules of compromised clients 
can be revocated indepently of other clients. 
This allows also better protection against at-
tacks internal to the corporation.

Management Issues

Although the HIP firewall can reduce admin-
istration effort, for example, with network 
renumbering, the management of HIs can be 
cumbersome. Further work is needed to find 
out ways how the public keys are introduced 
to the firewall. With HIP, the end-host creates 
and manages its own private keys. A problem 
in this approach is how to submit the public 
keys to the administration of the firewall. Next, 
we present two straw-man solutions to clarify 
the problem.

In the first solution, the administration is 
responsible for the installation of the operating 
system for e.g. a laptop. This is the usual case 
in many enterprise settings. However, granting 
access to the private key of the end-host intro-
duces a possibility for privacy violations.

In the second solution, the user creates its 
own public/private key pairs, but the problem 
here is that how the keys are communicated to 
the firewall in a trustworthy way. Perhaps the 
user could hand the right key on a USB stick to 
administratation, but that is rather cumbersome 
in networks with thousands of users. Hence, 
a network-based transfer with a user-friendly 
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interface would seem more scalable here. An 
enterprise network could adopt a similar way 
to configure the HIP firewall as the EasyVPN 
(Benvenuto & Keromytis, 2003) approach. 
The EasyVPN approach uses a WWW server 
and TLS connections for configuring IPsec 
VPN gateways to clients. For HIP-enabled 
firewall, a similar management system could 
be implemented.

Another problem is that the identifiers 
in HIP are flat. IP addresses are hierarchical 
and contain a network prefix, which can be 
used for grouping IP addresses. There is no 
similar mechanism for the flat public key 
based identifiers in HIP. Public keys matching 
a certain pattern are computationally difficult 
to create and might potentially introduce further 
security problems.

One additional drawback of the current 
architecture is that it does not support easy 
grouping of services and administrators require 
a high-level management interface. The firewall 
implementation provides an interface that al-
lows extending the management to e.g. web 
based management interface. The management 
interface could be used to attach semantic data 
to the flat identifiers. The data could consist of 
groups, user names and expiration dates for 
access control.

Combined Firewall and 
Rendezvous Service 
for Mobile Nodes

We have presented a solution where the firewall 
requires being located on the path. When a mo-
bile host moves outside of the corporation, the 
firewall cannot filter its traffic anymore. NAT 
traversal extensions for HIP (Komu et al., 2009) 
introduce a new type of rendezvous service that 
forwards all HIP control traffic. Such service 
could be used to implement off-path filtering 
when a firewall service is coupled with the new 
rendezvous service. The mobile hosts would just 
have to deny all incoming base exchanges from 
other hosts than the new rendezvous server. This 
type of firewall would protect also communica-
tions for a mobile node that moves e.g. from 

an enterprise network to an public network at 
the cost of triangular routing.

Conclusion

We have presented a firewall architecture that 
allows both users to benefit of end-to-end 
mobility and multihoming in a secure way and 
allows the enterprise network management 
to centrally enforce their corporate network 
security policies.

Our initial measurements indicate that the 
overhead introduced by the firewall architec-
ture is relatively small as the existence of the 
firewall in the network adds a delay of under 1 
ms. The approach does not require an additional 
firewall control protocol when both the client 
and server support HIP. Despite that the HIP 
architecture seems promising for establish-
ing the identifier/locator split to the Internet 
and providing seamless secure mobility and 
multihoming, it is not without tradeoffs. The 
management of the flat identifiers used in HIP 
introduces new challenges to operating systems 
and network management. We have proposed 
and implemented viable approaches to solving 
these problems. The possibility to use public 
keys as secure service identifiers and crypto-
graphically secure authentication provided by 
our architecture is not available in the current 
Internet architecture or previous proposals.
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Abstract— Host mobility presents a challenge for security pro-
tocols. For example, many proposals exist for integrating IPsec to
Mobile IP. However, the existing approaches are cumbersome to
configure and contain many round trips for security and mobility
updates. The Host Identity Protocol (HIP) is being developed
in the IETF to provide secure host mobility and multihoming.
The default way to operate the protocol is that the connection
initiator knows the peer’s public key or a hash of the public key.
This requires either infrastructure support or pre-configuration
which introduces difficulties for deploying the protocol. In this
paper, we present an implementation and evaluation of HIP
that creates leap-of-faith security associations. The implemented
approach establishes end-to-end security without requiring any
new infrastructure to be deployed. We argue that since worldwide
PKI is nowhere near, and seems to nearly impossible to br deploy
in practice, leap-of-faith security is enough for Internet access
and mobility. In our view, the deployment of opportunistic HIP
even makes the deployment of DNSSEC unnecessary for most
applications.

I. INTRODUCTION

In the vast number of approaches to host mobility, many of
the proposals ignore security issues. For example, extensively
researched Mobile IP(v6) protocol introduces difficulties with
IPsec [1].

Host Identity Protocol [2] integrates to IPsec to secure
mobility and multihoming. In the HIP architecture, the IP
addresses are relieved from their role as identifiers by public
keys or hashes of the public keys. When the IP address
of the host changes, the connection is still bound the the
same cryptographically secure identity. Thus, transport layer
connections can tolerate changes in IP addresses using HIP.

In Mobile IPv6, the server side does not need any changes,
but it can support mobility optimizations. The security of
Mobile IPv6 was designed to avoid introducing any new
security threats to the Internet [3]. Mobile IP uses IP address
as the identifier. On the other hand, Host Identity Protocol was
designed to introduce a new cryptographic identity space for
Internet and to use IPsec as the default mechanism to protect
transport layer communication.

The concept of leap-of-faith security or weak authentication
between untrusted principals [4] has been used and imple-
mented in many security protocols. For example, Secure Shell
(SSH) protocol uses leap-of-faith security as as follows. When
a client connects to a server the first time, the user sees and
verifies the fingerprint of the server’s public key, and the SSH
software stores the public key to disk. Next time the client
connects to the server, the SSH client software compares the

server key to the one stored on the disk. If they do not match,
SSH alerts the user of a possible man-in-the-middle attack.
Thus, the assumption of the leap-of-faith security is that there
is no active attacker in the network during the first connection.

In this paper, we present the design and implementation of a
leap-of-faith security approach to HIP called the opportunistic
mode. The opportunistic mode is briefly described in the base
specification of HIP, but, for example, API issues are left aside.
The literature does not contain any experimental results on
opportunistic mode and therefore we have experimented with
a way of of implementing the opportunistic mode and its APIs
which do not interfere with the normal operation of HIP. The
implementation supports incremental deployment because it
allows fallback to non-HIP based communication when the
peer does not support HIP. We argue that the opportunistic
end-to-end security approach is enough for Internet access
for heterogeneous wired and wireless networks since the
deployment of global public-key infrastructure is virtually
impossible. It should be noted that AAA architectures are
beyond the scope of this paper, since we focus on end-to-end
security. We have implemented the approach with HIP, but
the same experiences should be applicable to other end-to-end
mobility protocols.

The rest of the paper is organized as follows. We first
proceed to introduce the Host Identity Protocol architecture.
Then, we discuss related work. Next, we give the design and
implementation details, followed by discussion section. We
finish the article in conclusions.

II. HOST IDENTITY PROTOCOL

Host Identity Protocol (HIP) [2] introduces a new global
namespace, the Host Identifier (HI) namespace, for transport-
layer connections. The namespace separates transport layer
and network layer locators. This allows transport layer con-
nections to survive when the network-layer address changes
due to end-host mob5Bility or multihoming. The new global
namespace makes it also possible to name and contact hosts
behind private-address realms controlled by NAT boxes [5].

The HIP namespace is unmanaged in the sense that no
central authority for creating the names exists. A name in
the namespace is statistically unique. Namespace collisions
are highly unlikely due to the size of the addresses space
which corresponds to the IPv6 address space. The namespace
is cryptographic by its nature; a HI is essentially a public key.
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Forging of such names is very difficult. In addition, HIs can be
used for strong end-to-end and end-to-middle authentication.

Public keys can be of variable length and longer keys
cannot be used as socket endpoints in the existing sockets
API [6]. To be able to pass public keys through the current
sockets API with existing applications and networking stacks,
HIP employs two shorter, fixed-size presentations of public
keys. The shorter representations are also used in the protocol
messages to ease protocol encoding and to reduce the length
of control messages. First, Host Identity Tag (HIT) is a hash of
the public key. The HIT has a fixed 28 bit prefix to separate it
from routable IPv6 addresses. Second, Local Scope Identifier
(LSI) is an identifier that can fit into an IPv4 address to support
IPv4-only applications and is valid only in the context of the
local host [7].

The HIP namespace requires a new layer in the networking
stack to handle translation between HIs and routable addresses
(i.e. locators). The new layer is located between transport and
network layers, and it translates HIs to locators and vice versa.
The HIP layer can map a HI either to an IPv4 or IPv6-based
locator dynamically as illustrated in Figure 1.

Typically, a user inputs the client application the server
host name and service name. Then, the system resolver trans-
lates these names to their machine readable representations.
Effectively, the resolver searches the host name from DNS
and returns the corresponding IP address(es) and numerical
service port number. The address information may also also
the HITs of the server if they were found from DNS. When the
application connects to a HIT, this triggers a base exchange
between the hosts. Upon successful completion, IPsec ESP [8]
secures the application data between the client and server.

HIP uses IPsec Encapsulated Security Payload (ESP) to
secure and encrypt communication between two hosts [8].
However, before IPsec can be used, the hosts need to create
shared secret keys with each other. The procedure to create
the keys in HIP is called the base exchange [9] and it is
illustrated in Figure 2. The base exchange is a four way
Diffie-Hellman key exchange during which hosts negotiate
the IPsec keys and algorithms, and learn each others public
keys. All base exchange messages, except the first one, are
signed with DSA or RSA private keys to protect the integrity
of the messages. The initiator starts the base exchange with
an I1 message that does not contain any signature to prevent
DoS attacks that try to trick the responder to consume its
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Fig. 2. HIP base exchange

time in verifying signatures from unauthenticated initiators.
Normally, the I1 message would contain the responder’s HIT
(HIT(R)), but in opportunistic mode, the HIT(R) field is empty.
Responder replies with an R1 message that contains always the
responder’s HIT. It includes also responder’s public key and a
computational puzzle. The puzzle protects the responder from
denial of service attacks because the responder can increase
its difficulty when it is under attack. The initiator solves the
puzzle and responds with a signed I2 message that contains
also the initiator’s public key. The responder receives the I2
and validates the puzzle and other parameters, and concludes
the base exchange with the R2. After this, both hosts have
authenticated each other and have established keys for ESP
protected application data transfer.

HITs are problematic from the viewpoint of DNS which
supports only hierarchical identifiers. HITs are flat in the sense
that they do not contain any hierarchical information. For this
reason, resolving a HIT to a hostname or IP address using
the currently deployed DNS is impossible. There are at least
two scenarios where this can be a problem. First, a problem
can occur e.g. when a server receives a connection from a
HIT of a client and tries to verify the HIT from DNS. An
example case of this are IRC servers that typically try to check
the client information with a reverse DNS query and force
the IRC connection to timeout when the check fails. In the
second case, which is referred to as the referral problem, an
application can communicate the HIT of its peer application
to a third application running on some other host. The host of
the third application may not have any means to route packets
to the HIT because the host cannot resolve the HIT to an IP
address using DNS. For example, FTP supports this kind of
behaviour [6]. In such a case, it is possible to use an overlay
to store and retrieve HIT-to-IP mappings, or use the overlay
to route the packets without any IP address information at the
end-hosts [10].

Basic mobility in HIP is based on a moving host always
informing its peers on its new location using a signed message.
Each peer then verifies that the message is from the authentic
host and authentic location before sending any ESP traffic to
the new location. During the verification procedure, which is
called as the return routability test, the peer effectively sends
a signed nonce to the host in the new location. Then, the host
in the new location signs the nonce with its own public key
and sends the nonce back. This way, the hosts can authenticate



handovers and the return routability test protects against replay
attacks.

III. RELATED WORK

In this section, we describe different leap-of-faith security
approaches that, however, do not provide global Internet-wide
mobility and multihoming.

Koponen et al. [11] have proposed suspend-mode mobility
for SSH and TLS. Their approach is based on the assumption
that suspend and resume activity for laptops is the usual case
for mobility, and that host mobility in Mobile IP and HIP mod-
els is not needed. As a counter argument, it is perceivable that
deployment of heterogeneous networks necessitates mobility
as supported by HIP or Mobile IP. Koponen et al’s approach
is applicable only to SSH-based connections. In contrast, our
approach supports both unmodified legacy applications and
also UDP-based network communication.

RFC4322 [12] describes opportunistic encryption for IKE.
The idea in the RFC is to distribute public keys in the DNS
and use DNSSEC [13] to protect against active attacks [12]. If
DNSSEC is deployed, our opportunistic security approach can
also leverage it. A benefit of the approach is that it does not
require new Resource Record fields to the DNS. A drawback is
that the approach does not support mobility and multihoming.

An approach for implementing early opportunistic key
agreement for ad hoc networks is described by Candolin et al
in [14]. The approach is based is to utilize ICMP to establish
IPsec security associations that can be used to secure e.g.
neighbor discovery. The drawback of the approach is that it
does not support global host mobility.

IV. IMPLEMENTATION

This section presents the implementation design of our leap-
of-faith security approach and performance tests.

A. Design

We have implemented opportunistic mode in HIP for Linux
implementation. We implemented the opportunistic mode as an
interposition library that intercepts socket calls and translates
IP addresses to HITs as shown in Figure 3. The library
supports legacy applications because it does not require any
modifications to the source code of applications.

A developer, system administrator or user can use the library
using two methods. In the first method, a developer links
the source code of an invidual application to the library. The
second method, dynamic linking, is easier for administrators
and users, and does not require access to the source code.
Dynamic linking means that the user or administrator enables
the library dynamically using LD PRELOAD environment vari-
able. This can be done with different granularities, such as
per application, per user or per system, depending on security
requirements. The different granularities can also be used to
avoid the overhead of introduced by security. To reduce the
configuration steps for users, the opportunistic mode should
be provided at system level. Both client and server-based
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applications can use the library, although we believe that it
is more beneficial to client applications.

The process of the opportunistic handshake is illustrated
in Figure 4 from the viewpoint of an initiator. In step 1,
the application calls a socket API function that sends data
using IP addresses, for example connect() or sendto(). The
opportunistic library then intercepts the function call. In step
2, the library (denoted as opplib in the figure) queries the HIP
daemon for the corresponding HIT. The query blocks until
the HIP daemon responds. The daemon triggers opportunistic
base exchange with the peer in step 3. Upon receiving the R1
in step 4, the HIP daemon sends the responder’s HIT to the
library in step 5 and proceeds with the base exchange. Now,
the opportunistic library can proceed with the translation and
connect to the HIT of the responder in step 6. Finally, the
control flow proceeds from transport to IPsec layer processing
in step 7, which transmits the data over ESP.

The library consists of roughly 2000 physical lines (SLOC)
of C code. It does not translate raw sockets or sockets that
are already bound to HITs and it can translate both IPv4 and
IPv6 addresses to HITs. It creates a completely new HIT-based
socket for each IP-based socket because the sizes of IPv4 and
IPv6 addresses are different.

The library processes datagram-oriented (UDP) socket calls
differently from connection-oriented (TCP) socket calls. With



datagrams, the local or peer address can change at any point
of the communication and may require a new HIP base
exchange. To avoid unnecessary base exchanges, the library
caches the address-to-HIT translation for a specific socket until
the application changes the peer address and only then triggers
a new opportunistic base exchange to discover the HIT of the
peer.

The opportunistic mode was mostly implemented within the
library, but it also required some changes to the existing HIP
daemon. The changes in daemon were minimal to implement
the responder processing. Namely, the responder just selects a
local HIT for R1 when the destination HIT of the I1 is NULL.

The initiator part of the daemon required to store state
information related to opportunistic connections in the HIP
association database. The database stores the state of HIP
base exchanges and it is indexed using HITs of the initiator
and responder. The I1 packet has an empty destination HIT
in opportunistic mode and when the daemon accesses the
database for such a packet, it does not use a blank destination
HIT to index it. Instead, the daemon calculates a “pseudo HIT”
based on the HIT prefix and the IP address of the responder.
This avoids mixing up multiple simultaneous opportunistic
base exchanges and protects against active attackers that try to
send R1 packets to the initiator from other network addresses.
It should be noticed that the daemon skips the pseudo HIT
generation if it finds existing HIP association with the peer
and returns the peer HIT immediately.

The implementation supports fallback to plain TCP/IP based
on timeouts when an initiator detects that the peer does not
support HIP. The daemon resumes the blocked library when
it does not receive an R1 during a certain period of time.
The library then discards the translation step and proceeds
with unprotected communication using the original IP address.
The implementation caches the addresses of the peers that
did not support HIP to avoid triggering the base exchange
unnecessarily again. The daemon flushes cache entries upon
two events. First, this occurs when the HIP association closes
or expires. Second, this occurs when local or peer host moves.
Local host movement causes flushing because it might move
between NATted realms that have overlapping private address
spaces. Peer host movement address causes flushing because
the previous IP address of the peer could be occupied by a
new host and new connections to this IP should be directed
to the host that presently occupies the address.

B. Performance

We evaluated the performance of the opportunistic mode on
two 64-bit 2 GHz Intel Dual Core computers running Ubuntu
8.04. The machines were connected to each other using a
direct 1 Gbit link. We used 1024-bit RSA asymmetric keys
as HIs. We employed 128-bit AES keys for HIP and ESP
encryption and 160-bit SHA1 keys for IPsec authentication.
The linux kernel version of the computers were 2.6.25.8 and
included BEET [8] patches for ESP that were adopted as part
of the standard linux kernel in an upstream kernel version. The

standard deviations were relatively small the measurements
and therefore they are not included in this section.

We observed an average 47 ms delay for an application
complete TCP connect() call to a HIT, which consists of the
time to complete the base exchange and the TCP handshake.
The delay was roughly the same with the opportunistic library.
However, we experienced a minimum of three 3 seconds with
each LSI measurement. The reason for this is that the LSI
implementation does not yet cache data packets that the host
sends during the base exchange. Instead, it just drops the
packets. The Linux TCP stack includes fixed three second
retransmission timeout by default when the first TCP packet is
lost. The same behavior does not occur in the current library
implementation because it blocks the socket calls and therefore
no packets are actually lost.

The RTT between the two machines was 0.261 ms with
plain ICMPv4, 0.319 ms using HITs and 0.658 ms with
LSIs. We did not measure RTT with the opportunistic library
because it does not support translation of raw sockets yet. Iperf
version 2.0.2-4 showed a throughput of 942 Mbits/s for plain
TCP, 300 Mbits/s for HIT-based TCP connection, 296 MBits/s
for the opportunistic HIP library and 94 MBits/s for LSI-based
connection. We assume that the LSI throughput was so low
because the implementation is highly unoptimized.

We tested the opportunistic library in a mobility scenario
where a TCP-based test application running on a local host
created a connection to a peer application residing on a remote
host. Then, we forced the local host to change its IP address
to a new one while the TCP connection was still active. As
a result, the TCP connection survived because of the HIP
handover and local application was still able to send data to
the peer application. The connection survived even though the
local application was bound to the old IP address because the
library was still translating the old address to the HIT.

V. DISCUSSION

Our performance measurements indicate that the library
offer the same performance as HIT based data transfers. The
library exceeded the performance of the LSI implementation
because it is still very unoptimized.

We observed that an opportunistic base exchange was typi-
cally invoked twice for the first connection of an application.
The reason for this was that all of the library calls were
wrapped, including also the DNS query. The DNS query
triggered the first base exchange and the connection to the
peer application triggered the second. This could be avoided by
caching the IP addresses in the implementation, or by setting
up by-pass policies for DNS ports.

The library requires further experimentation with varying
kind of applications and environments. We have successfully
tested it with the Firefox web browser, iperf and some other
simple applications that create network connections in simple
fashion. We are in the process of experimenting the library
with a wider range of networking applications, such as real-
time applications.



We are still improving the library implementation to meet
some additional challenges. For example, we would like the
library to support non-blocking operation. Also, the library
does not yet cover all possible socket calls even though it
handles the most common ones. We have also experienced that
LD PRELOAD was difficult to apply in some systems, such as
CentOS 5.2 and Maemo tablets. For such systems, we suggest
to apply the opportunistic mode as explained in [15].

Opportunistic HIP requires a relaxed security model in
terms of leap of faith or time. It makes two security-related
assumptions. The first assumption is that a remote host cannot
guess the time when the initiator sends the I1 and reply using
its own R1. The second assumption is that an attacker can
snoop the trigger but cannot reply using its own R1. Typically,
packet snooping is quite easy in e.g. wireless networks which
makes the opportunistic mode especially vulnerable in such
kind of broadcast environment. However, this quite difficult
in practice because the attacker has to forge its address as
the destination address of the I1 trigger and to be able to
respond from this address. The opportunistic mode is a “better
than nothing” security guarantee until sufficiently amount of
HIP infrastructure is deployed on the Internet. We believe that
heterogeneous wired and wireless networks cannot support a
global PKI in any case.

The fallback approach, however, could introduce the possi-
bility to attack the base exchange by down-negotiation. The
attacker (middleman) can just drop the I1 packet. The initiator
now sends e.g. a TCP SYN to the Recipient and the middleman
catches it, and establishes connections to the initiator and the
responder. This way, the middleman does not need to use any
cryptographic operations to catch the traffic. However, this
attack can be mitigated by security policies in the end-hosts,
for example, by not allowing unencrypted connections.

In addition to attackers, packet loss could also be a problem
with the fallback approach. The problem with the fallback is
that it is based on timeouts. The timeout has to be long enough
to provide reasonable guarantee against packet losses, but, on
the other hand, long timeouts frustrate the user. Long timeouts
could be avoided using explicit detection of HIP capability of
the peer in a backwards compatible way as described in more
detail in [16].

There are different pros and cons in using different kind
of identifiers at the application layer, we do not see HITs,
LSIs and opportunistic IP identifiers as rivalling or conflicting
approaches. On the contrary, they complement each other to
support different kinds of applications. However, a system
should provide some kind of default policy for selection
among different kinds of identifiers. For the default policy, we
suggest that the application first try to resolve HIs of the peer.
This is required for forwards compatibility with PKI. When
the application supports IPv6 through the system resolver,
the resolver returns the HIT of the peer to the application.
When the application supports only IPv4, the resolver returns
an LSI instead. This way, the application can detect the
presence of HIP. It then tries the opportunistic mode as the
last option, i.e., when the resolver returns just an IP address

to the application in the absence of a HI. For backwards
compatibility, the opportunistic library should fall back to non-
HIP communication when the peer does not respond with an
R1 during certain period of time.

VI. CONCLUSIONS

We have presented the design and implementation of a
leap-of-faith end-to-end security architecture for host mobility.
Our implementation allows legacy applications to establish
IPsec security associations and change their points of network
attachment without losing connectivity. One of the major
advantages of our architecture is the backward compatible
implementation of leap-of-faith security as the hosts can fall
back to plain TCP or UDP connections when a peer does
not support HIP. Hosts benefit from secure mobility, assuming
that an active attacker cannot mount a man-in-the-middle
attack in the beginning of the communication. We showed
that our approach is sufficient to secure communication in
heterogeneous network environments in the lack of a global
PKI or DNSSEC deployment.
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Annales des télécommunications / Annals of telecommunications, special
issue on Network and information systems security, no. 3-4, March-April
2006.

[4] J. Arkko and P. Nikander, “How to authenticate unknown principals
without trusted parties,” in LNCS 2845: Security Protocols, 10th Inter-
national Workshop, Apr. 2003.

[5] M. Komu, T. Henderson, P. Matthews, H. Tschofenig, and A. Keränen,
“Basic HIP extensions for traversal of network address translators draft-
ietf-hip-nat-traversal-04,” July 2008, work in progress, expires in Jan
2009.

[6] M. Komu, S. Tarkoma, J. Kangasharju, and A. Gurtov, “Applying
a Cryptographic Namespace to Applications,” in Proc. of the first
ACM workshop on Dynamic Interconnection of Networks (DIN 2005).
Cologne, Germany: ACM Press, Sept. 2005.

[7] T. Henderson, P. Nikander, and M. Komu, RFC 5338: Using the Host
Identity Protocol with Legacy Applications, Sept. 2008.

[8] P. Jokela, R. Moskowitz, and P. Nikander, “Rfc5202: Using the encap-
sulating security payload (ESP) transport format with the host identity
protocol (HIP),” IETF, RFC 5202, Apr. 2008.

[9] R. Moskowitz, P. Nikander, P. Jokela, and T. Henderson, “RFC5201:
Host identity protocol,” Apr. 2008.

[10] P. Nikander, J. Arkko, and B. Ohlman, “Host identity indirection
infrastructure (Hi3),” in Proc. of The Second Swedish National Computer
Networking Workshop 2004 (SNCNW2004), Karlstad, Sweden, Nov.
2004.

[11] T. Koponen, P. Eronen, and M. Särelä, “Resilient Connections for SSH
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ABSTRACT 
Host Identity Protocol (HIP) proposes a change to the 
Internet architecture by introducing cryptographically-
secured names, called Host Identities (HIs), for hosts. 
Applications use HIs instead of IP addresses in transport 
layer connections, which allows applications to tolerate host-
based mobility better. HIP provides IPsec-based, lower-
layer security, but the problem is that this type of security is 
invisible for most applications and users. Our main 
contribution is the implementation and user evaluation of 
several security indicators which inform the user when HIP 
and IPsec are securing the connections of the user. We 
experimented with application and system level security 
indicators at the client-side, as well as with server-side 
indicators. In this paper, we present implementation 
experience on integrating the identity management 
Graphical User Interface (GUI) to HIP and results of 
usability tests with actual users. 

I. INTRODUCTION 
A host and its location are identified using Internet 
Protocol (IP) addresses in the current Internet 
architecture. However, IP addresses can serve only as 
short-term identifiers as a considerable amount of hosts 
are portable devices and they change their IP addresses 
when moved from one network to another.  Short-term 
identifiers disrupt long-term transport layer connections, 
such as Internet phone calls, and make locating the peer 
host more difficult. Impersonation attacks are possible 
because IP addresses are relatively easy to forge. 
The Host Identity Protocol (HIP) architecture [26, 23] 
leverages a so-called identity/locator split to address these 
challenges in an integrated approach. It separates the 
identity of a host from its location as illustrated in Figure 
1. The identity is called the Host Identity (HI) and it is 
used as a long-term identifier on the upper layers of the 
network stack. The location of host is bound to IP 
addresses and used for routing packets to the host in the 
same way as in the current Internet architecture. 

The HI namespace consists of Host Identifiers, each of 
which consists of the public key component of a private-
public key pair.  Each host is responsible for creating one 
or more public/private key pairs to provide identities for 
itself. As the HIs are based on public-key cryptography, 
they are computationally difficult to forge. HIs are 
location-independent identifiers which allow a mobile 
host to preserve its transport layer connections upon 
changes in the network. On the other hand, the HI can be 
used for looking up the current location of a host because 

the HI is a long-term identifier. A client host obtains the 
HI of a server typically from the DNS. However, the 
infrastructure may not support this in certain scenarios, 
such as in peer-to-peer and ad-hoc environments. In such 
cases, opportunistic HIP can be used for contacting a peer 
without prior information of the peer's identity. 
Opportunistic HIP is based on a “leap-of-faith”, which 
means that it is prone to man-in-the-middle attacks for the 
initial connection. It is similar to SSH, where the client 
caches the public key of the server after the first 
successful connection.  

There are many challenges in making HIP understandable 
to the end users. As an example, users have developed an 
automatic response to press “OK” to SSH software 
prompts (meant to verify and accept the key) without 
consulting the prompts properly, if at all [3]. This is due 
to many prompts being uninformative to most users that 
do not increase the user's security awareness even when 
read [11]. As we implemented a prompting mechanism 
for HIP-related connections using our publicly available 
HIP Firefox2 add-on (available also as a firefox3 
extension), we witnessed the same phenomenon.  

Most Internet applications can run unmodified over HIP 
[16], although only HIP-aware (new) applications 
utilizing the extended socket interface [20] can take better 
advantage of the new features provided by HIP. As HIP 
secures application data traffic with IPsec that is located 
logically "deep" within the networking stack, the 
challenge is to provide proper and understandable 
security indicators to the user to convince her that the 
connection, e.g., to a banking web site, is secured. Such 
indicators can be developed as extensions to applications 
(e.g., a security add-on to Firefox browser) or within a 
host-wide HIP management utility that controls all 
applications. 

When designing the security indicators, it is important to 
decide how and when to apply users’ existing security 
habits, and when to break them. For HTTPS, a browser 
typically illustrates the access to a secure site by a 
padlock icon or by changing the color of the address bar. 
However, recent research has shown that these indicators 
might be ineffective as they go unnoticed by most users 
[31]. We experimented with the usability of the security 
indicators with volunteers, who accessed and judged 
security of web pages. Our first implementation prototype 
and GUI (Fig.2) was targeted to and usability tested with 
technical users who are assumed to be the first adopters 



of HIP. Usability needs to be double-checked in later 
phases of the development with non-technical users [2].  

The rest of the paper is organized as follows. Section 2 
gives background on HIP and usable security. Section 3 
describes the implementation of our security model for 
HIP. Usability evaluations are presented in Section 4, 
followed by results and usability improvements in 
Section 5. Section 6 concludes the paper with a summary 
and plans for our future work. 

II. BACKGROUND AND RELATED WORK 
In this section, we compare the security mode provided 
by Host Identity Protocol to the familiar model of 
Transport Layer Security. A short overview of related 
work on usability of network security completes this 
section. 
A. Host Identity Protocol 
In HIP [26], IP addresses are used to route packets, but in 
the upper parts of the stack the addresses are replaced 
with Host Identifiers. These Host Identifiers form a new 
Internet-wide name space for hosts.   In HIP, each host is 
directly identified with one or more public keys that each 
corresponds to a private key possessed by the host.  Each 
host generates one or more public/private key pairs to 
provide identities for itself.  
For backwards compatibility with networking APIs, 
applications use shorter representation of the HI. IPv4 
applications use 32-bit Local Scope Identifiers (LSIs), 
and IPv6 applications use 128-bit Host Identity Tags 
(HITs). A HIT is constructed by calculating a digest over 
the public key. A HIT binds the application to the public 
keys used for the communications, which is referred as 
channel binding. 
The introduction of new end-point identifiers changes the 
role of IP addresses. When HIP is used, IP addresses 
become pure topological labels, naming locations in the 
Internet. One benefit of this identity/locator separation is 
that hosts in private address realms (behind NATs) can 
name each other in a unique way with HITs [21]. A 
second benefit is that the hosts can change their IP 
address without breaking transport layer connections of 
applications and rely on HIP to manage host mobility. 
Thus, the relationship between location names and 
identifiers becomes dynamic. 
The problem of certifying the keys in Public-Key 
Infrastructure (PKI) or otherwise creating trust 
relationships between hosts has explicitly been left out 
from the HIP architecture, as it is expected that each 
system using HIP may want to take care of it in a 
different manner. For mere mobility and multi-homing, 
the systems can work without any explicit trust 
management, in an opportunistic manner. 
 
HIP uses IPsec as described in [6] to provide data 
encryption and integrity protection for network 

applications. Before two network applications can 
communicate with each other using IPsec-protected 
traffic, the underlying hosts authenticate each other and 
negotiate encryption keys for IPsec using HIP [27].  
B. Transport Layer Security 
Transport Layer Security (TLS) provides security for 
applications at the application layer. TLS is usually 
supported by user-space libraries that provide an API for 
the application to communicate securely with a peer 
application.  

When TLS is applied to existing legacy applications, it 
requires always rewriting both client and server 
applications. In addition, it requires the allocation of a 
new transport layer port at the server side because plain 
TCP and TLS-based TCP connections cannot use the 
same port. With HIP, no changes to the application are 
required and the same transport layer port can be used at 
the server side. This makes HIP easier to deploy even to 
binary-only legacy applications for which there is no 
source code available. As such, HIP can be considered as 
a means for extending the lifetime of legacy network 
applications which require security or mobility support. 
 

 
Figure 1. HIP introduces a new layer to the stack 

Although there is some on-going effort to make UDP to 
support TLS [25], currently TLS cannot be used directly 
with UDP because it assumes a reliable transport 
protocol. This is problematic especially when VoIP calls 
need to be protected end-to-end., Fortunately, HIP is 
applicable also to UDP. HIP supports end-host mobility 
which is currently missing from the current TLS 
specification.   

C. Managing Security in a Usable Way 
The success of any application in managing security 
depends on its usability; this is also the case with HIP. 
However, usability and security are often seen as 
contradicting goals: what is usable cannot be secure and 
vice versa [9]. A typical example is an easy-to-remember 
password that tends to be trivial to break, whereas a 
strong password is hard to recall but security gets 
breached when users write such passwords down or share 
them with others [10, 29].  



Overall, users can be considered as the "weakest link" in 
security [1, 29]. If users do not understand the security 
model behind the user interface, security is at risk.  
Furthermore, a gap between the mental model of the 
security experts and non-experts can lead to ineffective 
and poor communication of how the security works, and 
what the risks are [5]. Also, in computer security, user 
errors are in general not acceptable [12]. This leads to the 
fact that usable security can be described as "usability 
times two": in security, a single error may be too much, 
so the generic "trial-and-error" approach will not do. 
Situation where "the average man" is trying to maintain 
his security compares to the metaphor of an elephant 
visiting a store selling objects made of glass - with the 
lights turned off. 
Further, security is usually not the users’ primary but 
secondary goal – an enabler for trustworthy 
communications of money, private information of 
personal relationships [11]. Users are not interested or 
motivated in security per se, but rather as means to an 
end. Because of this, users should be burdened as little as 
possible with the security features [12], and usage of the 
security should become a natural part of the actual usage, 
not an unnatural, add-on extension of the security that 
introduces an interruption to their primary task, as only 
too often is the case [11].  For example, unnecessary 
prompts should be avoided, safe default settings provided, 
automating as much as possible of the security taking 
place.  
It should also be noted that users do not often realize that 
they are at risk in a given situation, or what the actual 
risks are [31] [7]. Users may perceive the risks to be 
different from what they actually are. However, for the 
security UI to be successful, it needs to take into account 
the perceived risks or the users do not feel secure. It is a 
general saying in the field of usability that if the user 
cannot find functionality, it does not exist. For the UI this 
means that if the security is not perceived to be there, 
there is no security from the user’s point-of-view.   
A further problem in creating usable security is that users 
have learned to ignore security indicators. These include 
usage of padlock icons in the browser address bar and in 
the lower right corner, the coloring of the address bar, and 
an extra “s” in the protocol name to show that TLS 
protocol is being used. There is new work on the browser 
development side to create standards for web security 
interfaces [32][30][15]. Unfortunately, they do not work 
because users do not understand their significance, or the 
information given is too hard to follow and digest.  
Users tend not to know what valid trust marks look like 
and how to interpret declarations of privacy and how 
much trust should be induced from their presence [4]. In 
our previous studies, it became evident that users felt 
trusting when an image of a visa sign was visible on a 
given site, falsely inhering that Visa would guarantee 
their transactions with the site in question. Further, if a 

user wants the bargain badly enough, he will give up the 
security [3] [22]. Current security indicators and privacy 
policy declarations, then, are neither sufficient nor the 
most usable solution to provide users with information 
about security [32]. 
The Extended Validation Certificates [14] approach, 
intended to overcome some of these obstacles, introduces 
a new user interface for handling security. However, from 
usability point-of-view, this scheme seems somewhat 
problematic, since it includes usage of multiple colors for 
indicating security. Not only color coding is likely to 
diminish the overall accessibility, but interpretation and 
even perception of colors may differ according to cultural 
variation [8]. It is also difficult for users to identify 
individual colors in isolation in a reliable way, and the 
surrounding color scheme of the browser frame and the 
web page may affect how the color is perceived and how 
noticeable it is. Furthermore, this type of security 
indicators may not be noticeable enough either, as e.g. 
[32] have shown.  
III.  IMPLEMENTATION DESIGN AND 

SECURITY MODEL 
The user interacts with Firefox web browser and GTK-
based HIP GUI.  The browser contains an add-on that 
displays indicators when a connection is based on HITs.  
The GUI receives notifications on all HIP network 
communications from the HIP software module. The GUI 
prompts the user when it is needed: the user can accept or 
reject new HIP related network connections. Hence, the 
GUI acts as an end-host firewall for HIP. The user can 
also use the GUI to sort the server fingerprints to groups 
as illustrated in Figure 2. The main purpose of the groups 
is to distinguish between trusted and untrusted peers. 
Groups can also be used to apply common attributes to all 
of the fingerprints within the group.  
The HIP module translates host names to HITs and 
provides the browser HIP-based connectivity by 
intercepting some of the networking related function 
calls. The module allows varying degrees of 
authentication for the browser by first trying the strongest 
authentication method available and then falling back 
towards weaker authentication methods if the stronger 
method is not available. At best, the client has obtained 
the public key of the server already before establishing 
the connection. This is visible to use both by the browser 
add-on and the prompt of the HIP GUI. As the second 
best option, the client tries to establish opportunistic 
security and learns the public key during the connection 
set up. This step is visible to the user only by the prompt. 
Finally, the client uses regular TCP/IP if the server is not 
HIP capable, which is detected through a timeout. In such 
a case, no HIP-based security indicators are visible to the 
user. 



It should be noticed that TLS can be used to improve the 
overall level of security. Thus, the strongest level of 
security occurs when client uses both HIP and TLS. 

 
Figure 2a. HIP management GUI navigation tree 

 
Figure 2b. A close-up on HIP management GUI 
IV. USABILITY TESTING OF HIP 

The test design was based on refinements made on a 
round of pilot tests with 10 users with a mock-up of a 
Finnish online auction site huuto.net, where users sell and 
buy personal items to peers. Based on user reactions, we 
changed the application to a mock-up Webmail, in order 
to narrow down the complexity of the choices and 
interactions available to better control. We also 
considered using an online bank as in [32] but gave up 
this idea since we were not able to create a mock-up 
design for a bank that would look convincing enough. On 
basis of existing literature, Webmail account design is 
less demanding in order to be experienced trustworthy 
enough to provide valid data about real-enough user 
reactions as described in. [13], [18], [8]. We were 
interested in the following questions: Would users notice 
the security indicators? Which security indicators would 

users use for judging webmail security? Would users be 
able to use HITs? How understandable is the concept of 
HIT? 
According to [22], if users know the test is about security, 
they tend to become more caring and thoughtful about 
their actions, acting more responsible they normally 
would and even then, [3] have shown that privacy policy 
information tends to be noticed. Users have learned to 
ignore security in real life as it is often incomprehensibly 
expressed and tediously presented. These test effects were 
taken into account when designing and analyzing the test 
behavior and test results. 

A. Test Setting 
We used HIPL software branch “gui” with patch level 
226 in the usability tests. The OS was Ubuntu 6.10 Linux 
with Linux 2.6.17.14 kernel. The user operated an IBM 
R51 laptop which was connected directly to another 
laptop hosting a number of virtual webmail servers 
(webmail1-5.) The servers were HIP enabled except for 
webmail1 and webmail4. All of the servers were running 
apache2 web server. 
 
The tests were conducted in a lab-type environment: a 
closed, silent meeting room with no outside disturbances. 
The usability tests with the first group were conducted at 
the company premises of the participants. The usability 
tests with the second group were conducted at the 
premises of the university. In the test, a moderator 
observed, and if necessary, guided the user through the 
test tasks. The test ended with an interview. Another 
person was taking notes. Users took the test one at a time. 
The test took approximately 30-45 minutes depending on 
the user’s eagerness to give feedback, talkativeness in the 
interview section, and speed of interaction in conducting 
the HIP management GUI test tasks. 
 
B. Test Users 
We had two types of users. Group 1 consisted of 9 users 
already familiar with HIP. The users were working for an 
international network and telecommunications vendor and 
their work included work on HIP. Group 2 consisted of 6 
users not familiar with HIP, but also this group was 
technically adept. All users were students or graduates of 
a technical university, aged between 18-39 years, and 
familiar with some type of encryption technologies other 
than HIP. All users were male. No user was color blind. 
C. Test Procedure 
Users first filled in a background questionnaire (gender, 
age, average computer usage). Before starting any of the 
tasks, the users were told shortly about the test setting: 
HIP was explained to be a new way to provide security in 
the Internet, providing kind of "fingerprints" of the 
services used online. Users were also told that they would 
be logging into email services, and then test out a new 



user interface to manage the fingerprints HIP created for 
them during logging into the email services. A talk-aloud 
protocol was employed: users were asked to tell what 
they were thinking as they proceeded through the test 
tasks.  
 
The users would first log into the five Webmail accounts, 
one by one. The test proceeded from the least secure 
account login procedure to the most secure. The security 
indicators were introduced gradually in an incremental 
fashion. The reason for such a set-up was our hypothesis 
that users would realize that the security indicators were 
missing only after their gradual introduction. 

 
Figure 3. Webmail 3 site with blue address bar,icons and 
text that all indicate a HIP secured connection. 
 
This also proved to be the case. The five webmail 
accounts showed the following security indicators: 
Webmail 1 & 4: Insecure connection. There are no 
security indicators visible, except for the statement in 
plaintext in the middle of the page saying "This 
connection is insecure. Please enable HIP".  
Webmail 2: The connection is secured with opportunistic 
HIP. Traditional security indicators are, however, still 
missing, and the security is stated only in plaintext in the 
middle of the page saying "This connection is secured and 
encrypted by HIP". Below the statement, the HIT for the 
connection is shown.  
Webmail 3: HIP module finds the HIT of the server 
before contacting it and now there are more security 
indicators visible in addition to the text on the web page: 
the address bar has turned blue, and there is a picture of 
padlock both in the address bar and in the lower right 

corner, with text "HIP" and also the HIT for the site is 
shown as visualized in Figure 3.  
Webmail 5: Both TLS and HIP are used, the address bar 
has turned yellow, and the same security indicators as in 
previous case are present. Web server forwarded traffic 
from HTTP port to HTTPS. 
 
We created random usernames and passwords to be used 
during the test, instead of asking users to use their own 
username and password because users have shown 
reluctance in using this type of personal, private 
information in test settings in previous tests by us [19] 
and others [32]. The Webmail addresses and the 
username and password, of type “username” and 
“passwd” were presented to the users on paper slips one 
by one. After logging in, the users were asked to rate the 
experienced security of the Webmail in question on a 
scale from 1 to 5, where 1 was considered “insecure” and 
5 “secure” We were unsure if users would be willing to 
use the scale and if they would only use some ratings, but, 
in fact, it turned out that they used the full scale from 1 to 
5, also stating the reasons behind their judgments.  
 
After the Webmail log-ins, the users were asked to 
complete several tasks with the HIP GUI. The test tasks 
can be found in Table 1. The tasks were described in 
natural language, e.g. for Task 8 “Can you change the 
name the group you created earlier?” The word “security” 
was not mentioned in task description to users in order to 
avoid bias. Care was taken to see that each user at least 
tried to accomplish all tasks at some point of the test. 
With the prototype, not all possible functionalities were 
available but, they were shown on the GUI to give users 
some idea of all properties of the security management 
that GUI could allow for.  
 
Table 1. The usability test tasks (from moderator’s 
perspective). Tasks 1-6 describe the security level and the 
order in which users logged into the Webmail accounts. 
Tasks 7-9 are HIP GUI related test tasks.  
Task no Task content 
1 Log into insecure webmail1 
2 Log into webmail2 with opp. HIP 
3  Log into webmail3 with normal HIP 
4  Repeat task no 1 
5 Repeat task 3, no prompt this time 
6 Log into webmail5 with TLS and HIP
7a Find new fingerprint 
7b Create a new group and rename it 
7c Move a fingerprint 
8 Rename a group 
9 Delete a fingerprint 
 

Blue address bar 

 

Security information about using HIP 

HIP lock and HIT are shown 

Lock icon 



All of the test sessions ended with a brief interview, 
where the user could provide feedback in a free fashion. 
Users were also asked about their real life usage of 
security after testing the Webmail accounts and the HIP 
GUI. The questions in the interview part included self-
report on:   

 what kind of encounters they had had with 
security;  

 what kind of encounters their friends had had 
with security; 

 if were they conducting online transactions, and 
if so, what were the payment methods they were 
using;  

 if they had had any problems with security 
before; and if so, what kind of problems; 

 if they were interested in security in general, and 
if so, how would this relative interest/disinterest 
manifest itself in their behavior.  

D. Analysis of the Tests 
Figures 4 and 5 show how users evaluated the security of 
the Webmail accounts and how they succeeded in the 
tasks related to the HIP GUI management. Figure 4 shows 
mean and standard deviation of security grades from users 
in the test: Overall, users evaluated the security level of 
the HIP protected communications roughly twice as 
secure as unprotected communications. The case with 
TLS (and HIP) was rated more secure than HIP 
communications but the difference was insignificant. 
Group 1 doubted the security indicators on the web page 
more than Group 2.  
Most users reported awareness of security indicators on 
websites and claimed they were actively following them. 
They claimed to be actively following and were familiar 
with 1) pictures of locks in the browser, 2) changing color 
of address bar and 3) the ‘S’ in the HTTPS string, and 4) 
certificate announcements, all associated with the SSL 
protocol usage which was trusted by all users in our 
study. However, in our study, it became evident that in 
practice this was not really so, as many users did not 
report that the security indicators were missing from the 
first Webmail accounts they were shown during the test.  
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Figure 4. Perceived level of security with the Webmail 
sites according to user evaluations. 

Most users were indulging in online transactions in real 
life on a regular basis. However, users were not very 
trusting towards the online service providers they were 
unfamiliar with. Users reported using several means to 
protect their assets online, such as a) using only sites they 
knew well, or b) only making payments via their bank’s 
online services. Some reported also c) having multiple 
credit cards: one for offline and one for online purchases, 
with very limited credit limit on the latter in order to 
minimize the risk. For some of the youngest users in our 
tests, d) using someone else’s card (parents’) was one 
additional way to overcome personal security risks in 
online situations 
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Figure 5. The success rate for management tasks with 
HIP GUI. 
. 
Familiarity with the security indicators came up as one of 
the key ingredients in promoting willingness to feel 
secure. Users wanted to see something similar to the 
current SSL implementation also with HIP. This is a 
natural outcome, as routine ways to deal with new 
interactions are very often preferred by users - ‘old habits 
die hard’. Yet, even on basis of habitual use patterns, 
users failed to notice there was a color difference in the 
address bar; for HIP it was blue, whereas for SSL and 
HIP-SSL combination it was yellow. This is a remarkable 
result from the perspective of the EV, since it is to a great 
extent based on changing the coloring of the address bar 
to inform the user about the security of the situation. 
Without educational efforts the users may not notice such 
indicators, or will misinterpret them. Our users were 
happy as long as the address bar was colored, regardless 
of the color. 
 
There was a clear difference between the two user groups. 
The group already experienced with HIP was more 
actively searching for the security indicators, whereas the 
other group only rarely noticed these indicators at all. 
Further, even group experienced with HIP sometimes 
failed to notice missing security indicators until logging 
in a webmail which had more security indicators. Only 



then would they realize that these indicators were not 
present in the previous webmail accounts they had logged 
into and considered secure.  
There was also a clear gap between what users were 
actually noticing during the test about security indicators, 
and what they claimed to be searching for in online 
situations in real life. So, once again, there was a clear 
difference in what users claim to do with what they 
actually do which is typical in usability studies. This is 
why it is so important to observe users in action and not 
only rely on their reports of their own actions [28].  
Overall, even if users seemed to have learned to look for 
indicators of security at least to some extent and were 
involved in online transactions, their attitudes, sources of 
information and amount of interest in security were 
surprisingly underdeveloped. The users claimed they 
would not mind if someone would gain access to their 
personal e- mails, since “they didn’t have anything to 
hide” – a claim users often abandon once the privacy gets 
breached. Security was seen as a burden, and users were 
not really interested in it – they did not follow security 
news, and did not express worry about bad things 
happening to them.  

V. DISCUSSION 
The test setting was not very realistic: a laboratory 
environment with no disturbance; users were not using 
their own usernames and passwords. They also knew the 
test was about security. However, the usability tests 
revealed a number of areas of improvement in the UI 
(Figure 6). 
 

 
Figure 6.  HIP GUI improvement items. 
 
The UI was clearly too technical: users experienced it 
difficult to understand, “aimed for technical 
administrators”, and most non-HIP users reported they 
wished they would prefer not manually handling the HITs 
at all. Further, the traditional security indicators were not 
efficient: users didn’t notice the changing color of the 

address bar (blue for HIP, yellow for SSL). The absence 
of the security indicators went unnoticed, too. Only the 
Firefox add-on displayed security indicators when HIP 
was used in “normal” mode. For the opportunistic mode, 
the add-on displayed IP addresses instead of HITs.  This 
was the only way for the user to distinguish between the 
opportunistic and normal modes. However, users didn’t 
notice the change, which means that the users did not 
notice that they were using leap-of-faith security. A user 
could have compared the HIT of the server displayed on 
the web page and noticed that it does not match to IP 
address displayed by the add-on, but he didn’t. The lesson 
learned is that the lowered security used in opportunistic 
mode should be informed to the user at least in the 
prompt. 
Overall, the UI concepts were difficult. Users were 
confused with the concepts of HIT and HIP and explicitly 
expressed a craving for more information. Even when 
they were able to learn that fingerprint and HIT were 
synonyms, the concept of a fingerprint or HIT itself was 
experienced to be difficult. Especially, differentiating 
between HITs of the local and peer host was very hard. 
Further, usage of grouping needs retouching: Users could 
imagine, when prompted, some possible uses for groups, 
such as grouping the HITs according to the service or 
context with which they would be used. However, they 
didn’t at this point at least realize that the groups could be 
used for indicating which HITs were allowed and which 
were not. Better visualization of the allowed/denied 
dimension is probably needed for enhanced usability. 
Users were looking for a help menu, and also wanted to 
have more tooltips and explanatory texts present in the 
UI. This is indicated that the UI was somewhat immature 
and technical.  For the same reason, UI was seen as 
“administrative GUI”. Further, users were frustrated of 
being shown fields that they could not access. Some users 
reported it made them realize how little they actually 
knew of the technology behind the GUI. In the next 
version, such fields must be either enabled or not shown 
to the users. 
The familiarity aspect was important: Users liked the HIT 
announcement to the extent that it reminded them of other 
types of certificates they were familiar with. Users also 
expressed an explicit wish for the procedure to be similar 
to SSL.  
Currently, in the navigation panel, there is only one view 
available for the HITs. However, there is probably need 
for more, alternating views to the same data. Users may 
want to organize the HITs according to contents and/or 
services they are related to, or according to when the 
HITs are in fact allowed or denied, to enhance 
personalization.  
Further usability improvements include creating suitable 
icons for the HITs and adding keyboard shortcuts for 
advanced users in order to support multiple interaction 
methods. 



VI. CONCLUSIONS 
On basis of tests it is obvious that a lot of work still needs 
to be done for the HIP GUI to be truly usable. However, 
users were able to manage the created HITs with the 
prototype to the extent that they were able to create and 
remove groups, and have some idea how they could be 
used in practice. The identified usability improvements 
are straightforward to implement and would probably 
enhance the user-friendliness of the GUI to a great extent 
– something to be evaluated with another round of 
usability tests. The differences with the two user groups 
were relatively small, which may be indication that it is 
possible to please most users with just one GUI, instead 
of having several versions for various users. 
 
HIP is based on low-layer IPsec mechanisms which may 
not be always visible especially to legacy network 
applications. In such a case, as complete automation may 
not be the best way to go as users tend to crave for visual 
confirmation and feedback for security taking place, 
prompting can be used to assure the user that the 
underlying communications are in fact secured. 
Alternatively, the client or server software can be 
modified to show security indicators to the user in a way 
that is likely to get noticed. We experimented with both 
of these approaches in this paper. 
 
Our work has further corroborated that the current 
security indicators do not work. Existing research has 
shown that users are interested in security only as a 
secondary goal, as means to an end [11] and do not 
understand security information when it is provided for 
them [32]. Still, users may want to know more about 
security if it is easily available and provided in a way that 
is understandable [1].  
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